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How Generative 
Language Models 
Work



Machine Learning & Neural Networks

̶ Creation of single-purpose models (functions)
̶ by analysing data

̶ Principles known since 1960s

̶ The programmer does not write the code, but 
defines the problem and specifies the criteria

̶ The model is built iteratively

̶ We talk about “training” 
or “learning”
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Transformers

̶ 2017 Google Brain (Attention is all you need)

̶ Encoding
̶ Vector representation of each token

̶ Token = basic unit (one word or part of word)
̶ Based on word embeddings (i.e. context of words)
̶ Attention (relations) between tokens

̶ Feed-forward neural network

̶ Vector representation of the “meaning” of the input text

̶ Decoding
̶ Based on the input from the encoder and the previous output of the decoder
̶ Output vector → Output token

̶ Useful for many NLP tasks
̶ Machine translation, paraphrase, summarization, question answering…
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Latent Vector Space

- Images and texts are represented as 

latent vectors

- The position captures semantic relations 

among object

e.g. King - Man + Woman = Queen

- Large language models  (LLM)

- multidimensional latent spaces
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Word Embeddings

Where would you put the word „apple“?
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https://www.youtube.com/watch?v=OxCpWwDCDFQ


Attention

̶ I am going to eat an apple and an orange.

̶ Apple released a new model of iPhone.
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Context matters: (Self-)Attention

̶ Proximity pulls (like gravity)

̶ Compute attention matrix (proximity for each pair of words)
̶ Simple dot product

̶ Closer words ”pay attention” to each other

̶ Adjust the values of embeddings according to the matrix
̶ Move the words in the vector space closer to those they attend to

̶ Uses three pre-trained matrices: Keys, queries, values
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Multi-Head Attention

̶ One attention is not enough
for more complex tasks

̶ We need to increase 
the model capacity
̶ capture more features, e.g.

̶ syntactic vs. semantic relations

̶ genre, writing style

̶ short-term vs. long-term dependencies

̶ focus on different positions in the text

̶ Solution: Multi-head attention
̶ The attention step is performed several times (in parallel)
̶ The results are concatenated
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Transformer Architecture

̶ Each block captures more features

̶ Higher-order congitive tasks require 

combination of the features

̶ We need more blocks

̶ Autoregressive text generation

̶ One token at a time

̶ The output token becomes part of the 

input

̶ The whole process repeats
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Text Transformation vs. Text Generation 

Text Transformation

̶ The LLM is fed with an 
already existing text
̶ E.g. a research paper

̶ Task: Transform the text into 
another form
̶ Translate, summarize, 

rephrase, extract information

̶ Lower risk of hallucination

Text Generation

̶ The LLM has no information 
but the prompt

̶ Task: Generate the text 
based on the prompt
̶ Produces “statistical average” 

of all texts used for training

̶ Higher risk of hallucination
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Ethical Challenges 
in Scientific 
Context



ENAI Working Group: 
Technology and Academic Integrity

̶ European Network for Academic Integrity
̶ Association of HEIs and other institutions
̶ Support and experience exchange in the field of academic integrity

̶ Academic = research + education

̶ Working group on Technology and Academic Integrity

̶ Wide availability of generative AI exacerbates current threats for 
academic integrity
̶ ghostwriting, data fabrication and falsification,…

̶ May 2023: ENAI published a general recommendation
̶ Editorial in the International Journal for Educational Integrity

̶ 2024: Research on ethical challenges of GenAI in science
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Ethical Issues in Research Process

̶ Literature gathering
̶ Unreliable sources (predatory journals)

̶ Textual understanding and summarization
̶ Inaccurate or misleading information

̶ Code generation (data processing)
̶ Wrong code, mistakes

̶ Data analysis
̶ Inaccurate or misleading information

̶ Text creation
̶ Hallucination, bias

̶ Communication of research results
̶ Oversimplification, stereotypes

̶ All phases
̶ IPR, data protection, privacy protection
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Bias: Anecdotical Evidence

Midjourney: a professor, artificial intelligence, and a family meal
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Solution?

̶ Thorough check and verification of outputs

̶ Proper testing of generated code

̶ Responsibility and accountability

̶ Raising awareness and education
̶ IPR, data protection, privacy issues,…

̶ On the other hand:
̶ Humans face the same ethical issues too

̶ Inaccurate or misleading outputs, bias,…
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Thank you!

Mgr. Tomáš Foltýnek, Ph.D.

foltynek@fi.muni.cz
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