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1. Abstract 

The number of Artificial Intelligence (AI) or Machine Learning (ML) models is growing 

rapidly, and keeping up with developments is hard. In this demonstration we present a 

platform which can implement FAIR principles for AI models, and make models 

findable, accessible, interoperable and reusable. 

2. Introduction and topic 

The number of machine learning models, sometimes referred as artificial intelligence, 

developed for use in healthcare is rapidly growing. However, implementation and 

adoption in clinical practice is slow; not only due to regulations such as the Medical 

Device Regulation (MDR) or Food and Drug Authority (FDA) certifications, but also 

due to the unknown process of assessing a model before use in clinical practice. Although 

many reporting guidelines for ML exist in the medical domain [1], these guidelines are 

primarily geared to reporting in (scientific) publications. These publications are in free-

text format, which means models are not directly useable in clinical practice as they are 

not machine interpretable, and there is no overview of existing models for a specific field 

or disease. 
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Given the free-text nature of these guidelines, there is no semantic standard to report 

on aspects such as input and output of the ML model, the type of model (classification, 

regression, neural network, deep learning etc.) or the model’s training and validation 

performance, or (clinical) acceptance criteria. To overcome these issues, the FAIR 

principles [2] could help in guiding and capturing descriptions and definitions of AI 

models using semantically interoperable definitions. After all, ML models are data (a 

mathematical formula) which can be applied to semantically interoperable, or FAIR data. 

For this purpose, we have built the FAIRmodels.org software package. In this 

software package, users can define metadata descriptions of AI models based on model 

card descriptions [3], implemented in a CEDAR template [4]. Furthermore, the model 

itself can be uploaded and described using the Open Neural Network eXchange (ONNX) 

AI representation standard [5]. Model input and output described in the metadata are 

afterwards linked to the input and output definitions in the ONNX AI representation. A 

visual representation of the infrastructure is presented in Figure 1. 

All software is available at https://fairmodels.org, where organizations can run their 

own instance when downloading the software from https://github.com/MaastrichtU-

BISS/FAIRmodels-backend. 

 

3. Contents of Demonstration 

The demonstration will consist of 3 parts. All parts will be demonstrated, whereafter 

users are able to experiment with the software themselves. 

The first part of the demonstration will explain the problem and need for a model 

repository with structured (meta)data entry and linked to existing clinical terminologies 

and/or ontologies. During this part, we will show how AI model metadata for a specific 

prediction model can be stored on the platform. 

Figure 1 - Infrastructure overview of the fairmodels.org 

infrastructure, combining a metadata and model 

repository. 
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The second part of the demonstration will explain the concept of standardized AI 

representations such as ONNX [5] and PMML [6]. We will show and explain what the 

ONNX representation of an AI model does and does not represent. Hence, this will 

highlight the gap between AI representations, and the need for clinically useful 

descriptions of AI models. Afterwards, we will upload an ONNX representation in our 

platform, and make the link between the AI metadata descriptions and the actual model 

for the input and output criteria. 

Finally, we will show the use of these descriptions. Although this is outside the scope 

of the platform we will demonstrate, we will show how models described in the platform 

can be downloaded and used within a hospital, with terminology terms used instead of 

numerical values which do not represent the semantic meaning of the input / output 

feature of the model. Finally, we will discuss with the audience the need for, and 

usefulness of, such tooling to perform commissioning of AI models into clinical practice 

and reporting of such commissioning activities. 

4. Presenters 

Johan van Soest is an Assistant Professor at Maastricht University. His research focuses 

on responsible and translational clinical data science. In his work, he is involved in 

several (international) research projects regarding federated learning and ethical, legal 

and societal aspects of data science. 

 

Sander van Essel is a software engineer at Maastricht University. His work focuses on 

development of (research) software related to data science and AI. His work involves 

both frontend as well as backend development. 
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