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Abstract 
In the analysis of buckling and postbuckling of plates and shells, large discrepancies between the 
experimental measures (which frequently present lot of dispersion) and the analytical or numerical 
predictions usually appear. Imperfections inherent to the test (geometry, boundary conditions, 
material, etc) have been accepted as the explanation for this fact. Obviously, two panels are never 
identical, even if they are made with the same manufacturing process. Thus, it is really difficult to 
justify a design procedure that takes advantage of the postbuckling residual strength. Currently, 
modern numerical techniques can simulate the behaviour of real structures, but results depend very 
much on the inputs: boundary conditions and loads, material properties, geometric imperfections, 
residual stresses, etc. If imperfections are unknowns, predictions of buckling loads and postbuckling 
behaviour cannot be improved. In this paper two procedures to estimate imperfections from 
experimental measurements performed during the pre-buckling evolution of the panel, are proposed. 
These procedures have been checked using a Montecarlo simulation process with numerical solutions. 
 
 
1. Introduction 
 
In the analysis of buckling and postbuckling of plates and shells, large discrepancies between the 
experimental measurements, which frequently present a lot of dispersion, and the analytical or 
numerical predictions appear. The imperfections inherent to the test have been accepted as the 
explanation for this fact. This was already highlighted in pioneering works, see [1] (where word 
imperfection appears more than 500 times) for classic references. 
 
Obviously, two panels are never identical, even if they are made with the same manufacturing process, 
because imperfections of each one will be always different. Thus, it is really difficult to justify a 
design procedure that, based exclusively on the analitical or numerical analysis of the panels, takes 
advantage of the postbuckling reserve of strength; a sufficient and really high number of experiments 
are needed to decide the ‘knock-down’ factor (following the current design philosophy) that has to be 
used in order to ensure the safety and functionality of a shell structure. In fact, an International 
Imperfection Data Bank has been established for this task [2]. 
 
Most of the experiments in the literature used many strain gages, usually bonded in pairs back-to-back 
and some linear variable diferential transformers (LVDT) [3, 4], Moiré interpherometry [5] or other 
optical techniques [6] for describing the results and identifying the buckling and postbuckling patterns. 
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Currently, modern numerical tecniques can simulate the behaviour of real structures but results depend 
very much on the inputs [2, 5, 7]: the boundary conditions and loads, the material properties (which 
increased interest for composites), the geometric imperfections (thickness distribution and shape), 
residual stresses, etc. If imperfections are unkown, predictions of buckling loads and postbuckling 
behaviour cannot be improved, no matter how sophisticated our codes are and how large and fast our 
computers become [2]. Sometimes, inputs can be improved from nondestructive techniques, a close 
interaction between numerical analysis and experimental tests being neccesary. These are the cases of 
vibration correlation techniques for fixing boundary conditions, scan of the surface for geometric 
imperfections, X-ray techniques for residual stresses, etc. 
 
It is generally accepted that the most critical imperfections are those associated to the geometric shape 
and boundary conditions. Focusing our attention on the geometric imperfections, usually, a grid is 
defined on the panel and LVDT, [3, 4], or other noncontacting probes (for example laser displacement 
sensors, preventing the 'small' distorsion introduced by the own probes), [8], on a trolley car or similar, 
are used to survey the surface of the panel. A revision of the evolution of measure techniques for shell 
imperfections (specifically geometric and boundary conditions imperfections) is presented in [2]. With 
the right device, the actual position of each node of the numerical model can be determined, but this is 
a really hard work (specifically for stiffened panels) because the grid for the measurements should 
coincide with the finite element mesh. Thus, a linear combination of independent functions (for 
example Fourier series or buckling modes) is assumed and a best-fit procedure is used to approximate 
the actual shape. This way has proved to be an excelent tool for obtaining accurate results with only a 
few functions in lab specimens [3, 4, 7, 8, 9]. Nevertheless, the extension to full scale structures is not 
easy, and could continue to be the reason why practical engineers are reluctant to accept and assimilate 
the findings of theoreticians [9]. 
 
In this paper, taking into account that imperfection effects can be also detected during the pre-buckling 
phase, a sistematic procedure for determining the set of coefficients of a linear combination of 
assumed functions to approximate the actual geometry of the panel are developped. Obviously, the 
effects of imperfections in pre-buckling stages will be larger or smaller depending on the sensitibity of 
the particular measure to the actual configuration of the panel. For example, back-to-back strain gages 
are more sensitive than a measurement of the shortening, and it is preferable to place the gages at 
positions with symmetric deformation (maximum curvature) than at other with antisymmetric 
deformation (zero curvature). Here procedures are only applied to the estimation of geometric shape 
imperfections, but none difficulties are glimpsed to extend them to other sources of imperfections. 
 
 
2. Problem statement 
 
Let us consider a general problem of which N experimental measurements, εb (b = 1,... N), are 
available. These measurements will depend on the loads, boundary conditions, material properties, 
geometry, etc: 

εb = Eb(loads, boundary conditions, material, geometry, ...). (1)

As usual, the real geometry of the panel will be approximated adding to the ideal configuration a linear 
combination of K adimensional functions, ui

k(P) (k = 1,... K), which represent the assumed distribution 
of imperfections (using Einstein summation convention): 

xi(P) ≈ xi
0(P) + 

k=1

K

 ck ui
k(P) = xi

0(P) + ck ui
k(P)          →          xi = x i

0 + ( )c T ui, (2)

xi(P) (i = 1, 2, 3) being the actual position of the point P of the panel, xi
0(P) the position of that point in 

the ideal configuration, ui
k(P) (k = 1,... K) the function serie used to approximate the actual shape of the 
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panel, and ck (k = 1,... K) the coefficients wanted to be estimated; xi, x i
0, ui and c are the corresponding 

vectors. 
 
Without loss of generality, buckling modes of the ideal panel (first K modes) are used as 
approximation functions in this paper. Assuming all variables were correctly evaluated except the 
shape of the geometry, each measurement can be expressed as: 

εb ≈ Eb( )xi
0 + ck ui

k  = Eb( )xi
0, ck, ui

k . (3)

Experimental measurements are grouped in the vector: ε = ( )ε1, ε2,... εN
T, the goal being to find the 

relation: 

c = F(ε), (4)

F being a vectorial function. This type of problems are called supervised learning, experimental 
measurements are denoted as inputs, predictors or independent variables; and coeficient defining the 
imperfection shape distribution are denoted outputs, responses or dependent variables [10]. 
 
Generally, the problem can not be solved with traditional method because N ≠ K; in fact it should be 
N ≥ K to avoid multiple solutions, and what is more N ≫ K being an usual choice in order to avoid 
‘over-fitting’. The most simple procedures to solve this type of problems are linear models based on 
nearest neighbors and least squares methods. 
 
 
3. Nearest neighbors method (NNM) 
 
This method is appropriate for a classification problem. In this way, (4) can be posed as the problem of 
a traveler trying to go from a departure station, which is identified as the ideal geometry (xi

0 = 0), to the 
nearest station to a certain position, which is defined as the actual geometry of the panel (xi), following 
specific routes. 
 
Each station, s, is defined by a vector of perturbation coefficient, cs = ck

s (k = 1,...K), which define the 
geometry: 

xs = x0 + ( )cs T u. (5)

The numerical estimations of the strain gage measurements at this new station: εs = εb
s (b = 1,... N), are 

obtained solving, for example, the corresponding finite element simulation. The distance to the target 
is defined as the modulus of the vector from the experimental data, ε, to these numerical results, εs: 

ds = | |εs − ε . (6)

One station is nearer than another if the distance for the first one is lower than that for the second one. 
 
To go from a station to another, routes have to be defined. Here, variation of each perturbation 
coefficients in positive and negative directions are used. Thus if K modes are used, 2 K routes are 
defined from each station, each one being defined by Δcm = (−1)m ζmi, m = 1,... 2 K and ζmi = ζ if 
m = 2 i or m = 2 i − 1 and ζmi = 0 otherwise; ζ being a number that define the length of the journey. 
 
For each route numerical estimation of strain measurements are computed and the distance calculated. 
From all the end of routes, that reaching to the target nearest position is selected as the new departure 
station, and the process re-start. If all the stations were farther from the target than the departure 
station of the step, the length of the jorney is reduced (for example to the half) and the algorithm 
repeated until the length of the journey was smaller than a reference. A flowchart of the proposed 
algorithm is shown in Fig. 1a. 
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Figure 1. Flowcharts: (a) nearest neighbors method, and (b) least square method. 
 
 
4. Least square method (LSM) 
 
Assuming that imperfections are small and that Eq. (3) admits a Taylor serie expansion in ck 
(k = 1,... K), coefficients about the ideal configuration, ck

0 = 0: 

εb ≈ εb
0 + ∂Eb

∂ck
 ck. (7)

εb
0 (b = 1,... N) being the results of the ideal configuration for the measurement b, which are obtained 

from either a numerical or an analitical model, as can not be obtained otherwise. 
 
Derivatives in Eq. (7) can be aproximated using the forward, backward or central finite differences. 
However, the last one yields a more accurate approximation, in which case: 

∂Eb

∂ck
 = 

Eb(xi
0, cj = ζ δkj, ui

k) − Eb(xi
0, cj = − ζ δkj, ui

k)
2 ζ , (8)

ζ being a sufficiently small number (which in fact corresponds to the length of the journey) and δkj a 
Kronecker delta. Using this approximation in Eq. (7): 
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εb ≈ εb
0 + 

E b
+k − E b

−k

2 ζ  ck. (9)

where E b
+k = Eb( )xi

0, cj = ζ δkj, ui
k  and E b

−k = Eb( )xi
0, cj = − ζ δkj, ui

k . These values are calculated from the 
corresponding analytical or numerical model. 
 
Applying Eq. (9) for each experimental measurement, the following system of equation is obtained: 

εb − εb
0 = 

E b
+k − E b

−k

2 ζ  ck          →          b = A c. (10)

This system has N equations and K unknowns and it is solved posing the problem as one of 
minimizing an objective function, the most usual being the mean square error (MSE). In this case, the 
final system results: 

AT b = AT A c          →          c = (AT A)−1 AT b. (11)

It is a trip (following a parallelism with the NNM) of a single leg, the route being computed by 
minimizing the MSE. 
 
Using up this idea, the process can be easily enhanced performing another step where the departure 
station/geometry is defined by the arrival station of the previous step. In this case, referring s to the 
new estimated geometry, equations are modified as follows: 

εb = εb     
s−1  + 

E b
+k − E b

−k

2 ζ  (ck
s − ck     

s−1)          →          εb − εb     
s−1 = 

E b
+k − E b

−k

2 ζ  Δck
s  

Δc = (AT A)−1 AT b (12)

where Δck
s = ck

s − ck     
s−1, ck

s being the coefficients for the new enhanced estimation of the geometry and 
ck     

s−1 the coefficients of the estimation of the previous step. Now, E b
+k = Eb( )xi

0, cj = cj     
s−1 + ζ δkj, ui

k  and 
E b

−k = Eb( )xi
0, cj = cj     

s−1 − ζ δkj, ui
k .  

 
The procedure will continue until an specified end-condition was satisfied. Notice that we can not 
consider a bound of the minimum square error (MSE) as end-condition because there is not guarantee 
that it can be fulfilled. An obvious condition is that the MSE between two consecutive steps increases. 
 
Nevertheless, we have considered a modification of this condition telling, on the one hand, the 
difference between the route (i.e. the orientation of the pseudo-vector Δc), and on the other hand the 
length (i.e. the modulus of Δc). First we assume that LSM determines both: route and length, but if 
MSE does not decrease in the step, the route (orientation) is maintained but the length is divided by 2. 
Process is repeated untill the length of the trip was smaller than a minimum. A flowchart of the 
proposed algorithm is shown in Fig. 1b. 
 
 
5. Benchmark problem 
 
In this section we consider the problem shown in Fig. 2. It is a square plate simply supported on its 
four edges and compressed in the y-direction. Material is a carbon fiber composite whose properties 
are shown in Fig. 2, subindex 1 referring the fibre direction. Four 12-ply stacking sequences were 
analysed: [012], [9012], [4512] and [45,−45,0,90,45,−45]S; 0 being the direction of the load (y-direction) 
and ply width being 0.13 mm. 
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Figure 2. Benchmark problem: geometry, load and boundary conditions and material. 
 
 

 
 

Figure 3. Benchmark problem: first five buckling modes of the configurations. 
 
 
To estimate the confidence on the procedures, the first step must be to work on a perfectly known 
panel to verify if the correct values of the coefficients can be obtained. This evaluation was carried out 
virtually considering the buckling modes shown in Fig. 3. If this step leads to satisfactory results, the 
next step would be the manufacturing of a specific panel. As this is an expensive procedure involving 
sophisticated measuring techniques and many tests, it is necessary to get a robust estimation of the 
capacities of the proposed procedures. 
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First, a combination of the coefficients c1 to c5 was randomly obtained, assuming −2 mm ≤ ci ≤ 2 mm 
(i = 1,... 5), for the definition of our virtual specimen. This specimen was solved numerically using a 
13×13 mesh of conventional parabolic shell elements with reduced integration (S8R Abaqus® 
element), and strains at the locations shown in Fig. 2 were extracted (36 data: 18 front and 18 back, x 
and y directions); these results were the ‘measurements’ of the virtual test. Then NNM or LSM was 
applied and the coefficients obtained were compared with the real ones. 
 
One hundred virtual tests were performed for NNM and another 100 for LSM, using the same 5 modes 
(see Fig. 3) and mesh. Two end-conditions were considered with respect to the distance, d, Eq. (6): (i) 
d ≤ 0.01, or (ii) d increases for the new step. The rate of success (i.e. the number of tests for which the 
exact values were reached) give us the confidence of the procedure. Although virtual tests were 
different for both methods, the number of them is large enough to draw statistical conclusions. 
 
A summary of the results is shown in Table 1. The Nst columns refer to the average number of stations 
visited, the Max(Nst) columns show the maximum number of stations visited for all the tests, and the 
Tex columns mean the number of tests which MSE is lower than 0.0001 (the square of the end 
condition), in which case, the obtained final configuration being considered correct. 
 

Table 1. Benchmark problem: summary of the results. 
 

 Nearest neighbors method Least square method 
Configuration Nst Max(Nst) Tex Nst Max(Nst) Tex 

[012] 40.0 198 77 11.6 31 61 
[9012] 62.3 185 43 11.7 40 68 
[4512] 30.8 134 94    8.0 10 100 

[45,−45,0,90,45,−45]S 34.0 94 95    7.6 14 100 
 
 
From the data shown in this table, LSM seems to be the most recommended procedure because it is 
much faster and more robust. 
 
It is also noticeable the fact that, for both methods, the success ratio is near 1 for [4512] and 
[45,−45,0,90,45,−45]S laminates, whereas it is only about 2/3 for [012] and [9012]. We atribute this 
difference to the fact that strain gages located at positions 2, 4, 5, 6 and 8 (20 from 36 gages), see Fig. 
2, are not very sensitive to the effect of some modes because they are located at an antisymmtric line 
(for example: gages 2, 5 and 8 for mode 1 of [012] configuration; or gages 2, 4, 5, 6 and 8 for mode 4 
of [9012] configuration). On the contrary, this does not occur for the other two configurations. To 
checks this, gages were re-located at the position shown in Fig. 4 and the aleatory tests repeated for 
these two configuration (now only using the LSM). The result summary is shown in the same figure, 
success ratios increasing till 0.95 for both configurations. 
 

 
 

Figure 4. Benchmark problem: alternative position of the strain gages. 
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6. Conclusions 
 
A general procedure for the estimation of initial geometric imperfections has been presented. It takes 
advantage from the fact that, although small, imperfection effects can be detected also at the pre-
buckling stage. Thus, comparing the actual evolution with numerical solutions of the problem, the 
coefficients of the function serie used for the adjustement of the geometry can be obtained.  
 
Two algorithms have been analysed and compared using a Montecarlo process with 100 virtual tests. 
Both of them progress approaching the experimental measurements step-by-step. The first one tries 
some previously considered combinations (routes and distance) of the coefficient increments, and that 
combination which provides the nearest to the experimental measurement results is selected. The 
second one obtains the combination of the coefficients using a least square method. In any of them, the 
new combination is the departure station for a new step. Process ends when no rapprochement is 
obtained. 
 
The approach based on the least square method has proved to be faster and stronger than the nearest 
neighbors method. Next step in this research is the application of this technique to an actual panel. In 
this sense, some plates will be manufactured and tested. 
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