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Background

▪ Studying Land Use and Land Cover (LULC) is critical to understanding human-

environment interactions and helping with decision-making in fields like

agriculture, urban planning, and sustainability.

▪ Transformer-based models enhance LULC analysis with high accuracy but

often require substantial computational resources, posing a significant

challenge in the field.

▪ In addition, there is an issue associated with their complex and black-box

nature. Therefore, making them transparent is becoming increasingly essential

to understand how decisions are made.
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Fig. 2: Overview of the proposed framework.

▪ This study proposes an innovative framework that uses

optical satellite imagery for LULC classification.

▪ The proposed framework distinguishes itself by

exploiting the advanced capabilities of transformer-

based models and reduce their computational demands

using Transfer Learning and Fine-tuning.

▪ A notable aspect of this framework is its focus on

explainability using Captum, integrated into its

algorithmic architecture.

▪ This integration of explainability ensures that the

framework not only performs its task effectively but also

provides insights into the decision-making process of

the black-box transformer-based model, making it a

robust tool in the field of satellite-based LULC analysis.

▪ The proposed framework is divided into two main

blocks, Transformer-based LULC and Explainability,

visually depicted in Fig. 2.

(a) Vision Transformer (ViT) (b) Swin Transformer

Fig. 1: Vision Transformer vs Swin Transformer.

           

           

           

              

           

         

         

              

▪ Experimental results demonstrate that transfer learning can significantly

improve the performance of transformer-based models for satellite image

classification and LULC analysis. Concurrently, strategic fine-tuning can

reduce computational costs with only a minimal drop in accuracy, Table 1.

▪ t-SNE visualizations demonstrated in Fig. 3 shows the effectiveness of our

framework. All the models show well-defined clustering of features post-

transfer learning, which leads to a clear separation between different LULC

classes.

▪ Fig. 4 highlight the critical role of explainability block in our proposed

framework, ensuring fairness, transparency, and trust in AI-based decisions,

especially for LULC. Attribution maps support computer vision and satellite

image analysis and other earth observation tasks.

(c) Swin Transformer(b) ViT-Large(a) ViT-Base

Fig. 3: t-SNE Visualization: Distinctive patterns in 

Vision Transformer and Swin Transformer 

feature spaces.

                                               

                     

                   

                                               
                     

              

                    

Fig. 4: Attribution Maps representing different LULC Classes across Transformer-

Based Models.

Table 1: Performance comparison among Transformer-

based models utilizing Transfer Learning and Fine-

Tuning. 
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