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What’s next for AI-weathe r mode ls and 
evaluation? 



We athe rBe nch 2 - Status  Quo
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Weathe rBench 2 is a benchmark for global, medium - range weather prediction .

It  consists of:

1. Data : Re levant data free ly available  as Zarr on GCS (ERA5, IFS HRES and ENS, ML 
forecasts).

2. Code : Paralle lizable  and reproducible  evaluation code  on GitHub.

3. Website : Up- to-date  platform showing state -of- the-art of AI-weathe r mode ling.

For background information, check out our paper (Arxiv, soon to be  published in J AMES).

For technical information, visit  the  GitHub page and the  documentation .



Le ssons from the  le ade rboard
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• ML mode ls are  roughly on par with 
physics-based mode ls.

• Many de te rministic  ML mode ls 
blur. Spectra are  somewhere  in-
be tween HRES and ENS.

• Overall, most ML mode ls have  
similar pe rformance . ERA5 seems 
to be  the  main limiting factor.



Le ssons from the  le ade rboard

4

• Less progress on ensemble  
me thods.

• Existing mode ls roughly on par 
with IFS ENS.

+ GenCast (and Pangu ensemble)



From re se arch to  ope rat ions
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ERA5 is not available  for init ialization in real t ime .

ERA5 is often not the  best  ground truth for impactful weathe r (see  ECMWF’s “lower half of 
the  scorecard”).

Many real-world applications require  post-processing to highe r-quality datase ts.

Forecast  latency matte rs.

→ The  next step in evaluation: ope rational conditions and “best” ground truth.



Stat ion e valuat ion
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• Evaluation against  ~50 0 0  METAR 
stations.

• All 0 0 /12 init ializations for 20 20 .

• Gridded fie lds are  bilinearly 
inte rpolated to station locations.



Stat ion e valuat ion
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→ ERA5 e rror ≈ 5 day forecast  e rror. → Re lative  score  of mode ls large ly unchanged.



Stat ion e valuat ion
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→ Same  applie s to  wind speed.



Pre c ip it a t ion
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• No single  “best” precipitation ground truth.

• Rain gauges are  sparse  and noisy.

• Radar de rived products (e .g. MRMS in the  US) are  only regional.

MRMS Radar IMERG Final ERA5



Pre c ip it a t ion
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• IMERG (and othe r sate llite  de rived products) are  global but not pe rfectly 
accurate  (CSI 4mm/6hr ≈ 0 .4 for IMERG vs 0 .35 for ERA5).

• No shortcut to  evaluating against  a range  of “ground truths”.

MRMS Radar IMERG Final ERA5



An obse rvat ion be nchmark?
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Next-gen ML mode ls will like ly be  trained directly against  obse rvations.

There fore , Weathe rBench 3(?) should be  an obse rvation benchmark but … 

• Is the re  agreement on the  “best” ground truth? Especially, for precipitation?

• Sparse  obse rvations (e .g. weathe r stations) require  gene ralization. The re fore , we  need a 
hold-out se t  of stations (and agree  what that would be ).

• What should the  te st  pe riod be? Many high-quality obse rvations only available  for recent 
years.

• How can we  compare  against  the  current “state -of- the-art”, i.e . commercial forecast  
provide rs?

Please let me know: What should an observation benchmark look like?



The  grand  challe nge  for AI mode ls
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• “Putting the  pieces toge the r” can re sult  
in a tremendously use ful mode l, 
e specially for on- the -ground weathe r.

• Benchmark: Error vs surface  and 
precipitation obse rvations

• Open question: Gene ralization of 
sparse  and regional obse rvations



The  grand  challe nge  for AI mode ls

13

t=0 t=1d t=7d t=14d

Er
ro

r (
RM

SE
/C

RP
S)

• Post-processing/nowcasting has lit t le  
impact on large  scale .

Observation -based AI 
prediction system

• >50 % of potential improvements in 
init ial conditions.

• Challenge : Exploit  existing 
obse rvations to improve  ICs and 
large -scale  forecasts.

• Benchmark: Z50 0 , TC track and 
intensity, e tc .

• Require s significant investment in 
data infrastructure .
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