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Abstract – This paper is one part of a larger research project, titled, Web Archives - Researcher Skills and Tools (WARST). In this poster we focus on the data from the WARST study which examines the software, tools and methods used in the web archive research lifecycle. 
Keywords – web archive research, web archiving, web archive creators, web archive users
Conference Topics – Innovation; Community  
I. INTRODUCTION
In this poster we explore the landscape of software, tools and methods used in web archive research. We consider web archive research to be inclusive of web archiving, curation, and the use of web archives and archived web content for research or other purposes [1]. We maintain that web archive research is representative of the processes and activities described in the Archive-It’s  web archiving lifecycle model from appraisal and acquisition, to replay, access, and use [2]. We suggest that there will always be a need to keep examining the roles of skills, tools, and methods associated with the web archiving lifecycle as long as internet, web and software technologies keep advancing, upgrading, and changing.  
A. Background
This poster is one part of a larger research project, titled, Web Archives - Researcher Skills and Tools (WARST). The WARST project focuses on individuals around the globe who participate in web archive research, and explores the skills, tools and knowledge ecologies in the web archive research lifecycle. Please see Healy et al. for a full documentary of their methodology [1]. This poster focuses on the data from the WARST study which examines the tools, software and methods used in web archive research. We use Gephi, to show a network analysis of the software, tools and methods in line with two communities of practice (i) libraries, archives, and web archive environments (n=30) and (ii) academic, scholars, students, or professionals working in IT/web environments (n=14). Through a network analysis we provide some understanding of the environment and its connections. 
B. Related Literature
Several other studies have done substantive work in this area focusing on web archiving initiatives and practises, users of web archives, awareness and engagement with web archives, scholarly use of web archives, or examining both web archiving practises and the challenges and opportunities for using web archives for research [3] [4] [5] [6] [7]. We build on these studies to foster discussion about the current state of collaboration and communications between web archiving initiatives and users/researchers.
II. FINDINGS & DISCUSSION
A. Data Collection
Overall there is significant overlap between the types of tools and methods the two groups of respondents use to collect data. In the library, archive and web archive environment, however, crawling software which produces data in the standard WARC format clearly dominates. The tools and methods used by participants from a scholarly or academic environment seem to be more diverse as they are influenced by the specific research question and methodology, for example when data is collected manually for close reading.
Changes in web technologies also clearly influence tools and methods for data collection. Social media platforms, for example, are difficult to archive with traditional crawling software and generally require platform-specific software. This is reflected in the use of tools like Instaloader and Twarc to collect data directly from an API. Additionally, both groups use browser-based crawling software alongside traditional crawlers like Heritrix to capture dynamic websites that rely heavily on technologies like JavaScript.
B. Data Analysis
In the responses of both groups, we see a broad range of methods of analysis. They include manual and computer-assisted forms of analysis as well as qualitative and quantitative analyses, sometimes used in combination. From the software mentioned we can infer that input includes text and network data as well as metadata from the crawls. Tools for processing visual, audio or audio-visual data are not mentioned explicitly.
In the responses from the library, archive or web archive environment, there is a clear focus on tools and methods for search and information retrieval. They include tools for metadata search like CDX queries but also full-text search like Apache Lucene or Apache Solr. This reflects ongoing efforts to improve search capabilities and turn “web archives [...] from mere document repositories into accessible archives” [8].
Respondents from the library, archive and web archive community also refer to tools for digital forensics and digital preservation, which are not mentioned by respondents from the academic and research community. The same is true for software used specifically to process large amounts of data. This may point to fields of expertise in the library and archive community, from which other communities could benefit.
Notably, respondents from an academic or scholarly environment did not report using any of the user interfaces offered by web archiving institutions. These include tools for replaying archived web content as well as user interfaces that offer limited analytical functionalities like the SolrWayback. Further research is required to find out whether this observation holds true beyond the scope of this survey and to determine the underlying causes. 
Instead, respondents seem to prefer stand-alone tools that are not specific to web archive content. As the responses show, tools like Voyant Tools, IramuteQ and Gephi that have been developed and are widely used in the digital humanities and social sciences are also in part taken up by the library and archive community. This indicates an ongoing fruitful exchange between the two communities.
Spreadsheets are another type of standard software that is used by both communities of practice. Respondents report using it to collect and manage data as well as to conduct analyses. Both communities could therefore benefit from collaborations in developing training materials for spreadsheet softwares.
III. CONCLUSION
In this poster presentation we specifically focus on data from the WARST project which examines skills tools and methods used in web archive research. We surmise that the landscape is heavily influenced by changes in web and software technologies and therefore merits continuous reappraisal through studies like this. 
The WARST project highlights shared practices and commonalities between different communities that are involved in web archive research. By visualizing the data through a network analysis, we can examine the environment to see exactly where the commonalities are in terms of software, tools and methods. This could serve as a starting point to foster discussion for the development of training in skills, tools and methods for web archive research. For example,  the findings hint at further opportunities for collaboration and knowledge exchange with regard to user interfaces for web archive collections, and training in the use of spreadsheet softwares for both collection and analysis.
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