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Abstract – Metadata annotation in digital collections is typically conducted by several specialized professionals, configuring a complex, labor-intensive, and time-consuming activity, leading to human failure, high costs, and problems in retrieving information accordingly. Recent advances in artificial intelligence, particularly Deep Learning techniques, have shown their potential in performing visual recognition and interpretation of objects on images. In this context, the present work introduces EMA, a Brazilian cultural heritage image dataset with over 11,000 labeled images of objects from seventeen Brazilian museums. EMA dataset is a contribution towards the development of automated metadata annotation tools. The paper also presents baseline ResNet50 results for the dataset, resulting in an over 86% recognition rate.
Keywords – Digital Cultural Heritage, Thesaurus, Automatic Annotation, Deep Learning, Computer Vision
Conference Topics – Innovation; Resilience.
I. Introduction
Digital collections are a powerful way to open museums' cultural heritage to exploration by the public. They are particularly relevant in a country like Brazil, where museums that preserve the country’s history are thousands of kilometers apart, making them inaccessible to most people and difficult to study by historians and researchers in general. 
Digital collections also play an important role as a strategy for preserving cultural heritage. In Brazil, in less than a decade, three museums caught on fire: the Museum of the Portuguese Language in São Paulo in 2015, the Historical National Museum in Rio de Janeiro in 2018, and more recently, the Natural History Museum in Minas Gerais in 2020. Unfortunately, a vast amount of objects were not digitized. This type of disaster unveils the lack of resources, of all kinds, faced by many museum administrations around the world, particularly the smaller ones.
Despite all the difficulties faced by Brazilian museums, the country has a relevant amount of digitized collections. The Brazilian Institute of Museums (the Brazilian body that manages public museums) gives access through the internet to more than 15,000 items, from seventeen museums. Following the same philosophy of other collections worldwide, the Brazilian digitized collection enables access to annotated metadata with historical context for their items. The key information technology behind it is Tainacan, an open-source repository platform for creating digital archives in WordPress that also enables programmable access to the database of items [1].
Complete and reliable metadata annotation is fundamental to aggregate meaning to images in a museum’s digital collection. The picture of a fork, for example, becomes an irrelevant image of an object if it is not indicated that it was used by some historical character during a dinner where great decisions were made or that its material represents a whole historical period. 
Such metadata annotation is typically conducted by several specialized professionals and is a 	complex, labor-intensive activity and time-consuming process, frequently leading to high costs, human failure, and misunderstanding. As a result, numerous digitized collections in Brazil and worldwide suffer from a lack of metadata information, making the cultural assets unattractive and their full potential untapped.
To tackle the problem, this work proposes the use of machine learning algorithms, specifically, computer vision models, as aiding tools for specialized professionals to conduct more efficient, reliable, and potentially less expensive metadata annotation processes. 
State-of-the-art artificial intelligence (AI) algorithms have proven their success in tasks such as object recognition and automatic image captioning [2, 3]. However, they are highly dependent on the diversity and the volume of the set of images, or datasets, used in their training. For this reason, the recognition of historical objects on photos and the automatic annotation of relevant, historical, and contextual metadata, remains a challenge.
In this context, the present work describes the construction of an image dataset as a necessary step to the development of AI-based metadata annotation tools for cultural heritage assets. 
As the main contribution of this work, we present EMA¹, a public dataset with approximately 12,000 images of more than 2,900 Brazilian historical objects, associated with 31 different labels. The EMA dataset can be adopted in different contexts to improve the training or to evaluate the performance of automated image captioning algorithms.
We also present baseline results using EMA dataset to train a ResNet50 artificial neural network [4]. We obtained 86.7% of accuracy in category recognition. The obtained results indicate that the dataset is consistent and can be used to implement and evaluate automated metadata annotation models.[footnoteRef:1] [1:  EMA is the name of a giant flightless bird native to eastern South America that lives in Cerrado, one of the five Brazilian biomes, where the University of Brasília is located.  EMA is also a Brazilian Portuguese acronym for “Extração de Metadados Automática”, or Automated Metadata Extraction.] 

The paper is organized as follows. In Section II we introduce basic concepts related to machine learning algorithms applied to digital cultural heritage, also mentioning state-of-the-art related work. Section III describes the EMA dataset construction methodology, and our approach to obtain baseline results for the new dataset. Finally, in Section IV, we discuss our results and findings.
II. Related Work
A Digital Cultural Heritage (DCH) asset is a digital representation of an object with the same characteristics as the original physical object that conducts the past and present knowledge to the future [5]. In recent years, digital cultural heritage collections have been the core for museums due to the global pandemic restricting researchers from accessing the physical asset and their ease of use. Governments have been encouraged to increase research in museums to improve their IT systems, search engines, and the curation of assets [6].
In this context, many research efforts are being made worldwide to ensure that the cultural heritage assets have a reliable metadata annotation. Some institutions have made their collections available, offering authentic and ground truth data for studies to improve DCH storage, classification, and annotation [1, 7, 8]. The greater access to high volumes of data enabled the application of Deep Learning (DL), a set of machine learning techniques based on artificial neural networks, to the problem of annotation and classification in the cultural heritage field.
In 2012, DL techniques showed their potential in multi-class classification problems when Krizhevsky and colleagues proposed AlexNet [2], the winning network of ImageNet Large Scale Visual Recognition Challenge (ILSVRC 2012), successfully demonstrating the potential of Convolutional Neural Networks (CNN). Since then, different DL networks have been proposed, successively beating the image recognition rates of their predecessors like VGGNet [9] in 2014, ResNet [4] in 2015, and SENet [10] in 2017, up to the point that DL models make fewer errors than humans in ImageNet recognition task.
A. [bookmark: _wf9stl7chjbq]Deep Learning in Cultural Heritage
DL models are also being applied to the field of cultural heritage. In [11] and [12], the authors used deep learning to classify fine arts and obtained successful results for artist classification by adopting techniques that manipulate image structure at varying scales and resolutions. In [13], the authors used CNN to classify architectural heritage images. The network architectures adopted were AlexNet and Inception V3 and two residual networks, ResNet and Inception-ResNet-v2. ResNet achieved the best accuracy on a 64 × 64 pixel image size. In [14], the authors used Mexican architectural heritage images produced from video content and categorized styles of buildings as prehispanic, colonial, or modern style. In [5], the authors propose classification and completion frameworks for paintings using ResNet50, showing the potential of this DL architecture in challenging classification problems.
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Figure 1: EMA dataset building steps
III. Methodology
A. [bookmark: _xnab6oeqbfj3]Dataset construction
As an intermediate and necessary step to developing a cultural heritage annotation model for Brazilian context, the present work focused on the construction of a labeled image dataset.
The first step in our methodology involved the study of the digital collection managed by the Brazilian Institute of Museums (Instituto Brasileiro de Museus, IBRAM) integrated by Tainacan [1], an open-source repository platform for creating digital archives in WordPress. 
We have downloaded the metadata for all the objects in the collection, which contains 15,651 objects from seventeen museums (“JSON Metadata” in Figure 1). 
Each object in the IBRAM’s collection is categorized according to a thesaurus. A thesaurus is defined as a set of concepts, called terms or descriptors, determined according to their function or structure, ordered clearly and unambiguously, based on establishing relationships between them [16].
As a first approach to the problem, we focused on the most frequent thesaurus term in the collection, “interior”, corresponding to 18.6% of the total items. In the context of cultural heritage, the term refers to daily life objects used in the interior of the houses, such as a charcoal-fired iron used to iron clothes when electricity was not available.
We also performed an interview with an IBRAM museologist who confirmed that many museums in Brazil are dedicated to showing how people lived in the past, showing, for example, how white and black people lived during slavery times. She also emphasized the relevance of developing automatic or semi-automatic tools to help museologists generate metadata for digitized items.
After filtering the original collection to keep only 2,922 “interior” objects, we analyzed which metadata field could be used to label their corresponding images. We identified that the metadata fields “title,” “denomination,” “material type,” and “technique” are the ones that provide a general description of an item. However, we found that the fields “material type” and “technique” were not always filled and that the “title” field sometimes replaced an accurate description with an alias that does not describe the object accordingly. For this reason, we adopted the field “denomination” as the target field to extract the labels of our image dataset.
Once again, we faced a  vast amount of terms used to describe the “interior” objects of the collection, and we decided to analyze the most frequent words used to describe the objects. As a result of this analysis, we decided to keep only the 31 most frequent words as image labels.
B. Image data
The match of text labels and their related images can be found in the original JSON and retrieved from the “denomination” field. To be precise and straightforward, the labels were sorted with the folder’s name in the image database as it can be easy to use at the model as well. Some examples of “interior” objects retrieved from the collection, and their labels, can be seen in Figure 2.
An interesting aspect of the images downloaded from the digital collection is that we found many repeated images for the same object (probably a human error when uploading images to the Tainacan platform). We also found images within a broad spectrum of resolutions. The most frequent resolution in the dataset is 1024 x 684 pixels, but we also found images with low and unusual resolutions, such as 205 x 137 (possibly indicating that crops were made in the pictures), and high resolutions such as 2560 x 2435 pixels. While this scenario can be considered an extra challenge to  train deep learning models, we kept all the non-repeated images in the dataset.
[image: ]
Figure 2: Examples of “interior” objects belonging to the EMA dataset. Their labels are candlestick (castiçal), pan (panela) and kerosene lamp (lampião), respectively.
IV. Results and Evaluation
As the main result of the present work the EMA image dataset contains 11,996 images,  corresponding to 2,922 “interior” objects cataloged in seventeen Brazilian museums, that are labeled according to 31 classes.
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Table 1: Most confused classifications
[bookmark: _k037rdtuvbtc]As a proof-of-concept of the use of EMA Dataset to train a DL model for cultural heritage recognition we built an image classifier that relies on the pre-trained network ResNet50. Adopting the transfer learning method, we trained the final layer using the original images with no data augmentation or any transformations. We used 80% of the images to train the model and the remaining images were used for validation and tests. The model was applied with fastai, an open-source deep learning library built on top of PyTorch, one of the leading modern and flexible deep learning frameworks. The training, validation and testing steps were performed in Google Colab [17].
The training and validation accuracy at the end of 6 epochs was 86.7%. The most confusing classifications are summarized in Table 1 and they show limitations of our methodology. For example, our methodology resulted in four labels to identify cutlery: fork, table-knife, spoon, and also cutlery. Those four labels resulted in many misclassifications since the cutlery label englobes fork, table-knife and spoon. 
We also note, for example, the confusion between the classes luminaire and sconce. A luminaire can have parts of a sconce, so it is not straightforward to solve this kind of classification. 
V. [bookmark: _a8bs9dwvkv3y]CONCLUSION
 Metadata annotation in digital collections is a challenging task. Typical problems include lack of information and misclassifications mainly due to significant differences between modern objects and their equivalents in the past. These issues can cause data retrieval problems or associate an item to the wrong context, making it difficult to access the knowledge the object can offer.
In this paper, we presented our first steps towards developing AI-based metadata annotation tools to help museologists improve the overall quality of digital collection annotation. In particular, we presented EMA, a labeled image dataset with over 11,000 images of historical objects found in seventeen Brazilian museums. The code implemented to run all the processing and classification steps described in the present paper and the instructions to request the dataset are available in the project’s repository [18].
We also presented baseline results for this dataset through a ResNet50 DL model training. Our model could obtain 86.7% of accuracy in object recognition, showing the consistency of the dataset and the potential of this approach.
Future work includes exploring the performance of other DL architectures and increasing the dataset with other cultural heritage collections towards a generalization of the model. We also plan to develop an application that suggests labels during annotation processes.
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table knife cutlery 44
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