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Abstract – Over the course of six weeks, members of the Data Curation Network were interviewed by the Assistant Director to discuss their research data preservation practices. Through these semi-structured interviews, several commonalities emerged, including key challenges that will need to be addressed to ensure the long-term reusability of research data as well as the similar mentality many institutions expressed: that they are doing the best they can with what they have. The authors conclude by identifying areas of potential future research as well as practical collaboration opportunities.
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I. INTRODUCTION AND BACKGROUND
Data plays an important role in scientific research to facilitate innovations and drive the economy. By sharing research data, researchers contribute to the scientific community and the public [1]. With the move of science and technology, the sheer quantity of data has grown at an increasing rate leading to challenges around long term preservation of said data. For example, in a study done by Melero and Navarro-Molina, researchers in food science and technology expressed concerns about how long the data should be preserved and the obsolescence of the research data [2]. Researchers in data-intensive fields, such as biomedical sciences, face significant preservation challenges that arise from the volume of the data, as well as diversity, complexity and multimodal nature of data generated by and for the researchers. [3] The long term reusability and reproducibility hangs in the balance without robust preservation interventions.
To support researchers, many institutions have developed data repositories that not only comply with funders and journals’ requirements, but also take the burden off their researchers by offering reliable storage to steward and preserve the data. Academic institutions additionally offer research data management support, including data curation services that support researchers throughout the research data lifecycle by providing consultations and education during the planning, collection, and sharing phases [4]. While good data sharing requires active data management throughout a research project [5], data curation is an integral part of research data sharing– in particular for enabling data reuse– as the final review before publication. Data Curation Network (DCN) members are leveraging standard curation practices, like the CURATE[D] checklist created and leveraged by DCN members [6] to support researchers in sharing their research outputs. This robust curation– with critical tasks like documentation, format migration, and other curation activities– provides a notable difference between saving research data (i.e., bit-level) and preserving data, which is necessary for enabling open science and Finable, Accessible, Interoperable, and Reusable (FAIR) data [7] while supporting long-term access.
The Data Curation Network [8] is a member-funded cooperative organization that employs a shared-staffing model to collaborative curate data, and boasts an active community of practice that continuously develops, refines, and advances the art of data curation. The DCN has been active as a community since 2016, officially launched as a grant-funded organization in 2018, and transitioned to member-funded in 2021. As curation practitioners, these data stewards are at the forefront of open science, enabling effective data sharing, use, and reuse for communities locally and globally [9].
Currently, the DCN consists of fifteen sustaining member organizations with nearly fifty (50) curators, working together to support reusability and reproducibility in open science (note: there is also a sixteenth member of the organization that is beta-testing membership in the DCN). The DCN aims to enhance long-term access to research data through the practice of curation and regularly collaborates on different projects to address data management issues. This invaluable effort helps to ensure that data are as aligned with the FAIR and CARE [10] principles as possible. The efforts of the DCN are primarily focused on data access and use in the pursuit of open science– while invaluable, there is a lingering concern among curation professionals around the long-term preservation of these assets.
In 2017, DCN members wrote a paper comparing the data repository and curation services among the six DCN members at the time which covered some of the preservation aspects [11]. This type of project, in which institutional representatives freely share information and practices has internally been termed “peer comparison.” To understand deeper the current preservation practices and further build on the 2017 work, representatives from DCN’s members were invited to participate in this peer comparison project in which they shared and discussed their practices through a set of interview questions. This preliminary assessment revealed many key themes, as well as pain points that will need to be addressed by both the research data management and the preservation community in tandem. It is intended to help others learn what peer institutions have implemented to preserve their research data.
II. LITERATURE REVIEW
A literature review and supplementary discussion with preservation practitioners and other data stewards suggests that there is little, if any, existing literature on how organizations are addressing the unique needs of research data. There are numerous conversations happening constantly around data use, reproducible science, and open access. Countless toolkits, listservs, working groups, and professional associations discuss active research data management, curation, and access [12]. Missing from these conversations is a robust discussion of the preservation practices of these institutions. There exist guidelines [13] and tools for preserving content, especially research data, but few studies on how this is actually done-- if at all-- in US institutions with a demonstrated commitment to data curation. This report seeks to fill this critical research gap [14] by building on existing DCN processes: namely, peer comparisons. Information sharing sessions, in which members freely share current practices, and similar collaborative efforts are the foundation of our network, which stems back to the early investigation and report from the DCN [15]. Given the DCN’s previous work in this vein, as well as their demonstrated commitment to data curation and reproducible science, our member institutions provide an appropriate starting point for this exploration. 
To better understand research data sharing and preservation, it is important to discuss the current and well-documented practices of academic libraries. Librarians at academic institutions engage researchers in the research data management lifecycle through numerous key activities, including: research data management planning; workshops and other educational offerings; individual consultations; data curation support; and institutional and/or data repositories in which researchers can deposit their data, receive curation support, and reserve a digital object identifier (DOI) to provide publishers and funding agencies [16]. In particular, educational efforts, such as training researchers and students [17], as well as outreach and engagement early in the life cycle [18] are the primary services that academic libraries are offering support to researchers in research data management [19]. 
The process of collecting, providing access to, and preserving these research data are similar to those that have long been utilized by libraries and archives. In particular, data management has striking similarities to archival science and records management practices– from appraisal, arrangement, and description, through provenance and chain of custody tracking, to ensuring long-term access to content [20]. Libraries are well suited to serve as stewards of these unique and locally created digital collections, and serve as data stewards in the FAIR and open science movements.
The early educational interventions discussed above mirror pre-custodial work, a term from archival research, that describes the point at which there is room for intervening in the creation, management, and deposit of records prior to accessioning them into a repository [21, 22, 23]. In research data management, this includes education and outreach, such as establishing relationships with data creators while the research projects are still in-progress. This provides an opportunity to document their research projects prior to the publication of the data, at which point any funding has likely been spent, research partners have transitioned to new projects, and questions about project nuances (e.g., variable definitions, coding schemas, etc) will become increasingly difficult to answer, even for those most intimate with the project. 
For all of these reasons, understanding the preservation practices and policies of research institutions, specifically as they apply to data and research outputs (i.e., beyond cultural heritage materials) is critical. This exploration serves as a snapshot in time, and draws attention to the extensive work currently happening and potential areas for future collaborations and research.
III. [bookmark: _rigxgaori6q5]METHODOLOGY
Information about preservation practices at partner institutions was collected from representatives in a semi-structured interview. The same set of questions was sent to all institutional representatives, including a member beta-testing membership in the DCN, (see Appendix A for email and questions) with a virtual meeting request. Some members chose to provide information in an email, and some forwarded the request to others in the organization who might be more posed to answer the questions. In total, 14 representatives agreed to a brief meeting and 2 provided written summaries. 
Over the course of six weeks (January-February 2022), the DCN Assistant Director Mikala Narlock conducted 14 interviews. To encourage free information sharing, the conversations were not recorded, and Narlock took notes throughout the conversation. After the conversation, a summary of the preservation activities per institution was sent to the respective institutional representative for confirmation. At that time, representatives could correct the notes, including redacting information when necessary.
We could have applied quantitative methods to analyze the collected information. However, since this was considered as an initial exploratory assessment, and we allowed flexibility in information sharing, we have adopted a more qualitative approach. Moreover, due to the fact that the interviews were incredibly open-ended in the way that partners could take the conversation in any direction they chose, it made direct comparisons less accurate. Therefore, the results in this paper are discussed based on the interview questions and detailed answers in a table format in the appendix.  
IV. [bookmark: _h5zuiyicntyf]RESULTS
Through these various conversations, many key themes emerged, including key pain points that will need to be addressed by the research data management and preservation communities to ensure long-term reusability of the content partner institutions are preserving. A full table of respondent information is provided in Appendix B.
A. [bookmark: _qb2essxzt86i]Q1: Preservation activities currently being taken on research data
All partner institutions expressed the importance of reusability, access, and the needs of future users in these conversations. In other words, descriptions of preservation activities were all prefaced and described through the lens of data reusers. Preservation activities began once the datasets entered the institutional (data) repositories. Curation activities, though performed at different levels depending on the institutions, are designed to follow the CURATE(D) and FAIR model to focus and tailor to the dataset long term preservation mission. For instance, the effort of checking and adding documentation to a dataset were described as an critical step to record key contextual and reproducible information, such as how the data were collected and processed, necessary software and versioning information (especially for proprietary formats and softwares), and how to reuse and cite the data. This action ensures and enhances the value of the data that the institutions steward. 
Preservation should happen throughout the data’s lifecycle. As Navale and McAuliffe [24] suggested, researchers need to become more proficient in understanding and managing research data. To do this, all of the academic institutions employ education and outreach efforts in their curation and data services. This pre-custodial preservation seeks to educate researchers on the importance of actively managing files and research outputs so as to reduce the burden of curation and preservation at the end of the project.
Backing up data is an important factor in data management as well preservation. Nearly all institutions are storing geographically distributed copies of the data (especially via AWS), with a few reporting that they have numerous copies but in a more narrow geographic distribution. Those that are not storing multiple copies of the research outputs are creating routine back-ups that, even if costly, would make data recovery possible. Checking the fixity of files (e.g., bit-level preservation) via checksums are performed by the majority of the institutions in the DCN.
Challenges in preserving research data often lies in its diversity, e.g. format. Mindful of this, all member institutions consider file transformation as an important curatorial step to create data upfront that is easier to maintain in the long-term (e.g., converting to open source or more sustainable formats, when applicable). The Michael J. Fox Foundation is slightly different due to the nature of its data and organizational mission – as a funding and research institution, the data created and managed by the Michael J. Fox Foundation is created by affiliated researchers, and no external researchers can deposit into their repositories unless funded by the foundation. 
Of the DCN members that accept data deposits, some institutions offer converting files upon ingestion into the repository and preserve the original formats in their preservation back-end or make it available along with the non-proprietary format. If the repository is not automatically converting files to more stable formats, they are  providing it as a recommendation sent to researchers. This is in line with what DCN member refers to as “format agnostic but not format blind.” In other words, while they might accept a wide-variety of file formats, and may not require researchers to convert to open-source formats, they are paying close attention to the formats for future preservation needs.

B. [bookmark: _7rstetbgr22s]Q2: Data retention/deaccession policies and period 
As for retention, most institutions are, or would like to be, preserving content indefinitely– even if there are stated retention and review policies. If organizations have review periods, they are most often understood to provide the institutions with some flexibility: stated review policies provide a timeline in which content could be reviewed if necessary (e.g., due to rising storage costs, lack of use, or other concerns). However, at this point, reviewing content is incredibly difficult and expensive – and storage costs and demands have not tipped the point at which organizations need to expend energy and effort to remove content. All institutions noted that data would only be removed or deaccessioned in the event of contractual obligations, ethical or legal concerns, or an accidental deposit prior to formal publication and DOI minting. 
Some members noted that preservation practices have evolved over time, and will continue to do so. This may pose a problem for previously curated content, which may be less robustly described or have been curated to different standards than are currently available. These research outputs will need to be addressed on a case-by-case basis.
The biggest difference between the academic institutions and the non-profit organizations (i.e., the Michael J. Fox Foundation and Dryad) is the sheer size and quantity of data to be managed. These institutions see a significant amount of data, either deposited into their repository or that needs to be managed across distributed platforms. 

C. [bookmark: _s097n5m5g26l]Q3: Dataset size
With the exclusion of the Michael J. Fox Foundation, which routinely uses and manages terabytes of data for longitudinal studies, all member institution representatives reported that the largest datasets were less than 10TB – and many were significantly smaller. In fact, all of the academic institutions reported that the average size of datasets could range from MB through to GB, but often the datasets over 1TB were outliers.
Many interviewees noted that there were often hurdles for researchers to deposit more than a threshold amount of data– such as 50GB– including cost-recovery models that start after a certain amount of data, or technical considerations that required researchers to connect with repository managers to deposit the data. All institutions reported that dataset sizes were increasing, and dealing with “Big Data” would likely become a more acute problem.

D. [bookmark: _fg81hiqll0vl]Q4: Is software preserved alongside a dataset?
Many repositories are seeing an increase in related research outputs– this primarily looks like code that is preserved alongside datasets. Moreover, of the repositories that are accepting code, many are seeing an increase in blended code and data. In particular, this poses problems for reusability– there are pressing concerns about the longevity of this code (especially with regards to backwards compatibility, such as the migration from Python 2 to Python 3, that required code to be adjusted for use).
A few institutions are participating in or closely monitoring other software (i.e., executable files) preservation (e.g., Software Preservation Network [25]) and emulation efforts (e.g., Emulation-as-a-Service Infrastructure, EaaSI [26]). There is not a concerted effort of this in the DCN, though.

E. [bookmark: _yq4wkmgf1p8o]Q5: Cost -recovery model on dataset
Very few organizations are adopting a cost recovery approach to data storage. For those that are, the costs only go into effect if a dataset reaches a particular threshold or amount per year; many of the institutions that have this policy written, though, expressed that there is often flexibility in the cost depending on conversations with the researchers. All of the academic members reported that they are increasingly working with researchers in the grant planning phase so the costs associated with long-term data preservation can be incorporated into grant budgets.
V. DISCUSSION
A. [bookmark: _qffyh4907ewo]Areas of overlap between DCN partners
Many institutions expressed the sentiment, even if in different words, that they are doing the best they can with the resources – time, personnel, funding, etc. – that they have on hand. This often means preserving content in the areas they can, such as bit-level preservation, and kicking the proverbial can down the road to advocate for and develop other tools, resources, and support to more effectively preserve content. For this reason, data curation is highlighted and reinforced as a critical preservation activity: curation activities like documentation and format migration provide more support than would otherwise be available, and thereby increase the likelihood that the research data that is deposited in institutional repositories will be accessible and reusable longer than data that does not receive the same curation interventions. 
This is incredibly significant, because preserving research data deposited by researchers is vital. Losing research data would result in significant reputational harm to the institutions that are viewed as trustworthy stewards, as well as loss of researcher trust and damage to key relationships. Researchers giving their data to others to steward  (in particular librarians, archivists, and other data management professionals) are implicitly trusting that their research outputs are being stewarded well. The long-term sustainability of curation services largely depends on this trust, and this trust could well be lost if the data are lost. 
All representatives of the academic institutions reported that they are engaging in and leveraging pre-custodial preservation efforts to help create research data that is more preservable early in the research lifecycle. This includes key educational offerings, like webinars and trainings, as well as point of need consultations, and the emotional labor of forming relationships with faculty, staff, and students. As with archival practice, these interventions early in the research data lifecycle have significant positive impacts. In particular, during these interviews, DCN members reported that support they provided for researchers often meant their current and future research projects were significantly improved. For example, if a student learned how to properly create a codebook, or which formats would likely be more reusable (e.g., storing data as a csv instead of xlsx), it meant that they would be able to use that information throughout the course of their career.  
Similarly, most interviewees reported that, at the point of need curation, data stewards would either automatically convert file formats when possible (e.g., transforming a word document to a PDF/A) or suggest alternative formats to researchers. In instances where content was transformed, often both versions would be retained and made available: for example, a spreadsheet might be converted to csv files, but also made available as a Microsoft Excel Document so data re-users could also view images, formula, and macros that were original to the research. By adopting this approach, data curators are demonstrating their commitment to preserving content as best they can with what they have [27], and further garnering trust from researchers– by not just transforming data and deleting original content, researchers can see the commitment to preservation without feeling like their data have been manipulated without their consent.
Lastly, all interview participants tied the conversations back to reuse and the needs of future users. Throughout the conversations, when discussing their curation work, their policies and practices, and especially in discussing data retention, all interviewees and respondents emphasized that curating and preserving the data is done with the goal of access, reuse, and reproducibility. This builds on the sentiment set forth by Normand Charbonneau, International Council of Archives, 2019, that “Preservation without access is merely hoarding,” [28] and argues that access alone– while critical [29]-- is not enough. Considering the needs of future data reusers is fundamental and is what drives curation and preservation activities for academic libraries. 

B. [bookmark: _xnct04z8k4jn]Key Challenges
Despite the fact that each interview with institutional representatives was conducted individually, there emerged numerous opportunities to collaborate and solve common problems. While a few are presented here, it is worth noting that more challenges could emerge in wider discussions with more diversity of institutions represented. 
A shared issue that emerged was the challenge of increasingly complex datasets. In particular, datasets that blend software, code, and other data formats, that also rely on the existence of one another, are increasingly being deposited  into institutional repositories by researchers. These pose intellectual issues, as the data, software, and code are subject to different copyright and licensing requirements. While data stewards continue to provide content to the best of their present abilities, future repositories will need to accommodate these increasing complications.
An area of future collaborative efforts is preservation metadata, or PREMIS [30]. While this metadata standard is crucial for ensuring the long-term preservation of data, the burden of creating this metadata by hand is a significant deterrent for many data curators– and in fact, the standard is not intended or designed to be created by hand. The standard is complex, and without a system automatically generating PREMIS, it is both difficult and time-consuming to attempt to create this standardized metadata on a one-off basis and is not sustainable for long-term, large-scale preservation efforts. In addition to collaborating with preservation professionals to better understand when and how to create this metadata, there is the opportunity to develop tools to better integrate a Curator’s Log into any preservation metadata, which is a plain text object that can be used by data stewards to record any changes made to the research outputs, as well as correspondence with data authors [31].
The final opportunity for collaboration is in review and retention policies, workflows, and tools. Many institutions noted that they had no plans to review content in the next 5-10 years, and even those that have stated review policies remarked that these were more to give the library the leeway to remove content as needed, and would likely not be implemented unless storage costs grew unwieldy. Participants noted that, at present, storage costs were low enough that it was likely more expensive to review materials, in terms of labor costs, than to just continue paying for storage. Moreover, the guidelines by which content would be reviewed for removal were unclear – usage and size were two that were frequently mentioned, but with the caveat that those are potentially flawed, as past use does not indicate future use of content, and reviewing content by data size will result in a disproportionately higher number of large datasets being reviewed and potentially removed. Data stewards, librarians, archivists, and other information professionals can and should collaborate to not only develop tools and workflows for reviewing content– this could look like automating review of content leveraging machine learning, rubrics that encourage a holistic evaluation of the reusability of data, and documented practices that other institutions can leverage to develop their own. Academic libraries should also adopt and employ clear policies to ensure the crucial trust built up with researchers over time is not lost if and when research outputs are deaccessioned. 
VI. LIMITATIONS
This project had significant limitations– in particular, the isolated nature of the conversations did not allow other DCN members to participate in collaborative discussions. In other words, members could not ask follow up questions of one another, identify shared challenges together, serendipitously reminder one another of practices, etc. While this method was adopted to provide flexibility and to avoid the struggle of scheduling 16 individuals, it significantly limited the ability for building off one another and engaging in peer to peer comparison. Moreover,the semi-structured interviews meant that conversations often went in different directions: for example, if an institution has recently or is in the process of applying for the CoreTrust Seal [32], conversations were far more likely to be focused on technical specifications. This means that some institutions reported more technical information than others, or not mentioned the information was asked, making it difficult to compare. Future research projects can and should engage in more technical conversations with partners to understand these needs in greater detail.
Moreover, these 16 institutions – 14 academic, 1 generalist repository, and 1 funding agency– are not representative of research data management writ large. There are other repositories, academic institutions, and research data stewards that are not represented in this exploratory report. More holistic research on preservation practices across the research lifecycle and from different institution types would be of significant value. Similarly, more structured and quantitative investigations, such as by using the NDSA Levels of Digital Preservation [33], to more directly compare repositories will be essential in identifying areas of challenge and opportunities that could have a wide-reaching impact. For example, if many different institutions would benefit from tools that automate PREMIS or support in the systematic review for retention work, it will provide more incentive for collaboration.
Lastly, due to the exploratory nature of this report, partners were not asked to describe in detail the preservation staffing of their institution. Given that preservation also requires a significant commitment of personnel [34, 35, 36] and maintenance labor [37], future research should seek to understand how, in addition to the work of data curators, data intensive repositories and institutions are committing personnel to the work of preserving research data and supporting open science and data reusability. 

VII. CONCLUSION
Despite the limitations, this undertaking revealed some significant challenges our members are facing with research data preservation. Through conversations with representatives from DCN partner institutions, it is clear that all partners are preserving research data to the best of their current abilities within their institutional confines. By engaging in critical pre-custodial work, and supporting researchers in curation at their point of need, Data Curation Network members are improving the overall FAIRness of research outputs.
While the benefits of data curation will likely make these research data more preservable in the long run, there are a few areas that need to be collaboratively addressed for more robust preservation of research data across both DCN members as well as research institutions. This includes, but is not limited to, retention and review policies, tools, and workflows, creating and managing PREMIS metadata, and the increasing complexity and intricacies of research outputs.
In addition to the limitations and future research described above, data stewards and preservation practitioners can and should collaborate to better understand which curation activities, in particular, enhance the value of preserved datasets as well as which activities most directly impact the preservability of datasets. 
Preservation is an ongoing process– and one that is evolving with new technologies, data formats, and tools to support librarians and archivists. By sharing information about our current practices, our pain points, and identifying opportunities for collaboration, we can enhance our capacity and knowledge. Much like the DCN’s approach to curation, by engaging in peer comparisons and other information sharing efforts, we can collaborate to continuously improve our best practices and standards. 
[bookmark: _xxtd98n70eiu]ACKNOWLEDGMENTS
The authors would like to thank the interviewees and other colleagues who provided feedback on this work in various stages. This includes: Lisa Johnston, Jake Carlson, Wendy Kozlowski, Josh Gottesman, Daniella Lowenberg, Andrew Johnson, Renata Curty, Vicky Rampin, Katie Wissel, Scout Calvert, Wind Cowles, Hannah Hadley, Matt Chandler,  Sophia Lafferty-Hess,  Joel Herndon, Seth Erickson, Chen Chiu, Jennifer Moore, Peggy Griesinger, Heather Coates, and Carol Kussmann. 

REFERENCES
[1] Office of Science and Technology Policy. (2021). “2021 Public Access Congressional ReportPublic Access Congressional Report”. Accessed March 04, 2022.  https://www.whitehouse.gov/wp-content/uploads/2022/02/2021-Public-Access-Congressional-Report_OSTP.pdf
[2] Melero, R. and Navarro-Molina, C. (2020), Researchers' attitudes and perceptions towards data sharing and data reuse in the field of food science and technology. Learned Publishing, 33: 163-179. https://doi.org/10.1002/leap.1287
[3] Navale, Vivek, and McAuliffe, M. “Long-term preservation of biomedical research data.” F1000Research vol. 7 1353. 29 Aug. 2018, doi:10.12688/f1000research.16015.1
[4] Murray, M., O'Donnell, M., Laufersweiler, M., Novak, J., Rozum, B., & Thompson, S. (2019). A survey of the state of research data services in 35 US academic libraries, or" Wow, what a sweeping question". Research Ideas and Outcomes, 5, e48809. https://doi.org/10.3897/rio.5.e48809 
[5] Higgins, S. (2012). The lifecycle of data management. Managing research data, 17-45.
[6] Data Curation Network (2018). “Checklist of CURATED Steps Performed by the Data Curation Network.” http://z.umn.edu/curate. 
[7] Wilkinson, M., Dumontier, M., Aalbersberg, I. et al. The FAIR Guiding Principles for scientific data management and stewardship. Sci Data 3, 160018 (2016). https://doi.org/10.1038/sdata.2016.18
[8] Johnston, L.R., Carlson, J., Hudson-Vitale, C., Imker, H., Kozlowski, W., Olendorf, R., Stewart, C., Blake, M., Herndon, J., Mcgeary, T.M., Hull, E., and Coburn, E. 2018. Data curation network: A cross-institutional staffing model for curating research data. International Journal of Digital Curation, 13(1), pp.125-140. https://doi.org/10.2218/ijdc.v13i1.616.
[9] Johnston, L.R. (2020) How a network of data curators can unlock the tremendous reuse value of research data. OCLC Next blog. http://www.oclc.org/blog/main/data-curators-network/
[10] Carroll, S. R., Garba, I., Figueroa-Rodríguez, O. L., Holbrook, J., Lovett, R., Materechera, S., … Hudson, M. (2020). The CARE Principles for Indigenous Data Governance. Data Science Journal, 19(1), 43. DOI: http://doi.org/10.5334/dsj-2020-043
[11] Johnston LR, Carlson JR, Hswe P, Hudson-Vitale C, Imker H, Kozlowski W, Olendorf RK, Stewart C. (2017) Data Curation Network: How Do We Compare? A Snapshot of Six Academic Library Institutions’ Data Repository and Curation Services. Journal of eScience Librarianship 6(1): e1102. https://doi.org/10.7191/jeslib.2017.1102.
[12] Hudson-Vitale, C., Hadley, H., Moore, J., Johnston, L., Kozlowski, W., Carlson, J., & Herndon, J. (2020). Extending the Research Data Toolkit: Data Curation Primers.International Journal of  Digital Curation 15 (1). 
[13] For example: “Storing and preserving research data,” published by Utrecht University. Accessed March 6, 2022: https://www.uu.nl/en/research/research-data-management/guides/storing-and-preserving-data 
[14]  Lavoie, B. (2021) “Preserving Research Data.” Digital Preservation Coalition Blog. Accessed March 6, 2022: https://www.dpconline.org/blog/wdpd/preserving-research-data
[15] Johnston LR, Carlson JR, Hswe P, Hudson-Vitale C, Imker H, Kozlowski W, Olendorf RK, Stewart C. (2017) Data Curation Network: How Do We Compare? A Snapshot of Six Academic Library Institutions’ Data Repository and Curation Services. Journal of eScience Librarianship 6(1): e1102. https://doi.org/10.7191/jeslib.2017.1102.
[16] Tenopir, C., Sandusky, R. J., Allard, S., & Birch, B. (2014). Research data management services in academic research libraries and perceptions of librarians. Library & Information Science Research, 36(2), 84-90.; Gowen, E., & Meier, J. J. (2020). Research Data Management Services and Strategic Planning in Libraries Today: A Longitudinal Study. Journal of Librarianship and Scholarly Communication, 8(1).
[17]  Carlson, J., & Johnston, L. R. (Eds.). (2015). Data Information Literacy: Librarians, Data, and the Education of a New Generation of Researchers. Purdue University Press. http://www.jstor.org/stable/j.ctt6wq2vh; 
[18] Johnson KA, Steeves V. (2019) Research Data Management Among Life Sciences Faculty: Implications for Library Service. Journal of eScience Librarianship 8(1): e1159. https://doi.org/10.7191/jeslib.2019.1159.
[19] Johnston, L. R. & Carlson, J. & Hudson-Vitale, C. & Imker, H. & Kozlowski, W. & Olendorf, R. & Stewart, C., (2018) “How Important is Data Curation? Gaps and Opportunities for Academic Libraries”, Journal of Librarianship and Scholarly Communication 6(1), p.eP2198. doi: https://doi.org/10.7710/2162-3309.2198
[20] Johnston, Lisa R; Carlson, Jake; Hudson-Vitale, Cynthia; Imker, Heidi; Kozlowski, Wendy; Olendorf, Robert; Stewart, Claire. (2016). Definitions of Data Curation Activities used by the Data Curation Network. Retrieved from the University of Minnesota Digital Conservancy, https://hdl.handle.net/11299/188638.
[21] Cunningham, A. (1994). The archival management of personal records in electronic form: Some suggestions. Archives and Manuscripts, 22(1), 94-105.
[22] Weisbrod, D. (2016). Cloud-supported preservation of digital papers: A solution for special collections?. LIBER Quarterly: The Journal of the Association of European Research Libraries, 25(3), 136-151.
[23] Searcy, R. (2017). Beyond control: Accessioning practices for extensible archival management. Journal of Archival Organization, 14(3-4), 153-175.
[24] Navale, Vivek, and McAuliffe, M. “Long-term preservation of biomedical research data.” F1000Research vol. 7 1353. 29 Aug. 2018, doi:10.12688/f1000research.16015.1
[25] Vowell, Z., Hagenmaier, W., Rios, F., & Roke, E. R. (2017). The software preservation network (SPN): a community effort to ensure long term access to digital cultural heritage. D-Lib Magazine, 23(5/6).
[26] Cochrane, E., Peer, L., Gates, E., & Anderson, S. (2019). Saving Software and Using Emulation to Reproduce Computationally Dependent Research Results.
[27] Johnston, L. R. (2014). Developing a data curation service: Step #1: Work with what you’ve got. Bulletin of the Association for Information Science and Technology, 40(4), 45–47. https://doi.org/10.1002/bult.2014.1720400416
[28] Normand Charbonneau. (2019) “SESSION 5.4 / P100 Public Services & Outreach and Appraisal: two new expert groups.” Presented at the International Council on Archives.
[29] The Committee For Film Preservation and Public Access. (1993) “Preservation without Access is Pointless.” Accessed March 6, 2022: https://www.loc.gov/static/programs/national-film-preservation-board/documents/fcmtefilmprespubaccess.pdf 
[30]  PREMIS Editorial Committee (2015). PREMIS Data Dictionary for Preservation Metadata, version 3.0. Accessed March 6, 2022: https://www.loc.gov/standards/premis/v3/premis-3-0-final.pdf
[31] See “Curator’s Log” in: Johnston, Lisa R; Carlson, Jake; Hudson-Vitale, Cynthia; Imker, Heidi; Kozlowski, Wendy; Olendorf, Robert; Stewart, Claire. (2016). Definitions of Data Curation Activities used by the Data Curation Network. Retrieved from the University of Minnesota Digital Conservancy, https://hdl.handle.net/11299/188638.
[32] Dillo, I., & Leeuw, L. D. (2018). CoreTrustSeal. Mitteilungen der Vereinigung Österreichischer Bibliothekarinnen & Bibliothekare, 71(1), 162-170.
[33] National Digital Stewardship Alliance (NDSA). Levels of Digital Preservation 2.0. Accessed March 6, 2022: https://osf.io/2mkwx/
[34]  D. Waters and J. Garrett, “Preserving digital information: Report of the task force on archiving of digital information,” The Commission on Preservation and Access, Washington, DC, 1996. [Online]. Available: https://www.clir.org/wp-content/uploads/sites/6/pub63watersgarrett.pdf
[35] A. Kay Rinehart, P.-A. Prud'homme, and A. Reid Huot. Overwhelmed to action: Digital preservation challenges at the underresourced institution. OCLC Systems & Services: International Digital Library Perspectives, vol. 30, no. 1, pp. 28–42, Apr 2014.
[36] T. Owens, The Theory and Craft of Digital Preservation. Baltimore: Johns Hopkins University Press, 2018.
[37] D'ignazio, C., & Klein, L. F. (2020). Data Feminism. MIT press.

VIII. [bookmark: _tfgk9m4r3jtj]APPENDIX A: RECRUITMENT EMAIL AND INTERVIEW QUESTIONS
[Greetings]
I'm reaching out today as I am diving into my projects for this year, and starting off is an exploration of the digital preservation capabilities of DCN Partners. This builds on previous work conducted in the DCN around technical capabilities and specifications, but focuses specifically on preservation practices. I am reaching out to all DCN Member institutions to learn more about preservation efforts to help understand what resources or support would be most beneficial. I am hopeful to report the results to DCN members, as well as in a publication and/or presentation later this year.
To that end, I was wondering if you and/or someone at [member institution name] would be able to meet briefly with me to discuss your current preservation practices? I anticipate that this would take about 45 minutes– I’ve pasted my general questions below, to give you an idea of what I am looking for, but might also have follow-up questions specific to your institution.
Thank you for your consideration– please let me know if I can provide you with any additional information!
 
Questions:
-With regards to research data, what does preservation look like at your institution? What preservation activities are currently being taken on research data? (related: Is the data in the institutional repository? Or a standalone repository?)
-How long are data retained? Are there retention and deaccession policies, or retention review periods? If so, who is responsible for making deaccession decisions? Have these been implemented and used to delete data?
-Could you provide an approximate range of dataset size (e.g., from 1 GB to 7 TB)? Is there a maximum amount researchers can deposit?
-Is software preserved alongside a dataset, when appropriate?
-Do you employ a cost-recovery model on datasets?




[bookmark: _7xxtcpx8xx6y]Appendix B: Summary table


	Institution
	Q1 - Preservation Activities
	Q2 - Data Retention/ Deaccession
	Q3 - Dataset Size
	Q4 - Software Preservation alongside data
	Q5 - Cost Recovery Model 

	Cornell University
	- Research data kept with other content types in IR.
- Working on integrating library-managed platform for preservation in later 2022
- IR contents backed up daily, in a separate building than where the repository servers are physically located.

	- Retained “indefinitely”.
- At this moment, there is no retention/ deaccession and review policies in place.
- Seeing the need to develop a deaccession policy as the growth of collection size to reduce the storage cost. 
	- Per policy, file size is less than 5GB and total submission limits of 50GB. Exceptions made in rare circumstances.
- Currently, datasets range from single file spreadsheets in MB to the largest of 107GB.
	- Currently, not a regular practice.
- Custom software written for analysis which is considered as a part of the dataset package, will be made available, if applicable. 
- Request version and access information in documentation to facilitate access to the software. 
	- No cost recovery model.

	University of Colorado Boulder
	- Datasets are stored in IR, leveraging Samvera/Fedora.
- 2 copies are stored in AWS and 1 in PetaLibrary. 
- Files over 10GB are loaded directly to PetaLibrary. 
- Backup and fixity checks are managed by PetaLibrary.
- Globus is used for uploading and downloading large files.
- Curators encourage file format transformation at ingestion stage. 
	- Retained “indefinitely”.
- Funded projects that generate datasets over 500GB are kept for 10 years and reassessed. 
- No review policy yet. 
- Deaccession happens when there is a violation of copyright/ethical issue. Data will be transferred to cold storage. 
	- Range from MB to 500 GB. 
	- Currently, no preserve software/executable files separately.
- Having many instances of blended code and data. 
	- Fees applied for over 500GB datasets.

	Dryad (information shared via email)
	- Rely on CoreTRustSeal certified repository (Merritt) for preservation
	- Retained “indefinitely”.
	Not mentioned
	Collaboration with Zenodo, which preserves the software.
	Yes.

	Duke University
	- Data stored in a repository separate from IR, but preservation approached at Duke in a holistic manner. 
- Stores 4 copies of content, all based in Durham. Planning to move one copy to the cloud.
- Fixity is checked prior to upload to repository; leverage BagIt; repository technology generates checksums. Virus checking is also automated via ClamAV but cannot support very large files. 
- Not using PREMIS, but using different components of preservation metadata in other ways/fields, work with a metadata specialist.
- Working on further standardization of normalization processes.
- File formats are tracked and recommendations are provided to all library end users (link); when able and appropriate normalize files on ingest and no formal policy around future migration.
- Recently completed a self-assessment using the NDSA levels of preservation, preparing for CoreTrustSeal application. 


	- Currently drafting a Retention Policy (considering 25 years as a minimum unless the depositor is paying for less). 
- Deaccessioning would likely only occur due to takedown requests (e.g., legal or disclosure reasons). 
- Acknowledge that the review process would be time consuming and may need to involve machine learning. 
	- Largest data is 100s of GB, most under 100GB, many under 10 GB. 
- Leveraging Globus for large upload and downloads.

	- Lots of code files, but not many executables; watching environments/containers (e.g., code ocean).
- Recommending GitHub+Zenodo workflow for software archiving

	- Cost recovery after 100GB.

	University of Illinois, Urbana-Champaign
	- Data is stored in a data repository separate from IR. Built in-house, on top of Medusa, the Library preservation system.
- Medusa manages fixity checks. 
- Multiple copies: in Medusa and on AWS. 
- Does not automatically convert files, but suggests alternative formats.
- Does not automatically convert files, but suggests alternative formats. 
- Submitting a CoreTrustSeal application recently.

	- Minimum data retention is 5 years, then go through a robust review and the 5 years starts again.
- Deaccession happens due to ethical or legal reasons.
	- 2 TB/per/faculty
- Most datasets are in the GB range and less than 100GB, with some outliers.
	- Accepts files in any format, including software.  
	- Currently no cost recovery

	John Hopkins University
	- Files (and documentation) submitted to OneDrive, JHU Data Management Consultants curate, upload and enter metadata to Dataverse (JHU Data Archive). Use a homegrown packaging tool (https://github.com/DataConservancy/dcs-packaging-tool ) to package the data and submit to dark storage (managed by Libraries IT).
- Data are removed from OneDrive after data collection is published on JHU Data Archive and an archival package is made.
- No file format migrations after curation; migrations happen during curation (e.g., xlsx to csv)
	- 5 year retention and review, but in reality, data are likely retained indefinitely. This might change with upcoming changes to JHU University wide policies that mandate 7 year retention of data.
- In the extremely rare event of deaccessioning data, that decision would be made by the data librarians and other consultants as appropriate

	- All dataset submissions are under 1TB right now, with the largest being video files.
- Most datasets are under 10GB. 
- Using Globus for transferring larger datasets. - Still working on a solution for users to download big dataset.

	Yes, code and data.
	- Cost recovery (e.g., charge for storage) after 1TB of data

	Michael J. Fox Foundation
	- Research data are created / collected primarily in two ways: research studies funded and operated by MJFF, and that from studies operated by external researchers and funded by MJFF.
- Data is decentralized, focused on supporting reusability of data; data access is priority.
- There are MJFF repositories available: MJFF can deposit data in these, but the data can also be shared in other repositories (typically only for MJFF operated studies, at this time – i.e., data generated by researchers using MJFF funding but in studies not operated by MJFF are not necessarily able to be shared in multiple places).
- Preservation practices have evolved over time; currently have two AWS options, one for nearline data and one for cold-storage (AWS Glacier); some physical servers remain.

	- Retained indefinitely, unless contractually obligated to delete.
- Deaccession depends on the governance structure of a given data set, but likely some combination of MJFF + study investigators.


	- Largest datasets are hundreds of TB; not infrequently in the ~1TB range; many others are under this threshold.

	N/A
	N/A

	University of Michigan
	- Three different levels of preservation for all repositories: 1-- open source, more easily preserved; 2-- proprietary but popular (e.g., PDF, excel), we will do our best to preserved based on the information available to us; 3-- closed, can only promise bit-level preservation.
- Leveraging a digital preservation team and task force on digital formats moving forward-- library-wide efforts.
- There is redundancy in storage, but not as geographically dispersed as ideal; Currently exploring the use CLOCKSS for more redundancy.
- Deep Blue Data relies on a mediated deposited; researchers deposit their own data (depending on size and number of files), but admin determine when to publish; have removed datasets that were in draft mode (not yet published), but would only remove published data if ethical/legal concerns (but that has not happened yet)

	- Retained for 10 years.
- Unclear review policy for now. 
	- 100 files or 5GB, more than this and the researcher will need to contact Deep Blue for upload help. 
- For content more than 1TB in size, we ask researcher to complete the Large Data Conversation form; evaluating both technical cost of time to manage/upload, as well as financial considerations
	Yes, and seeing more blended software and code.
	- No cost recovery model 

	University of Minnesota	Comment by Hoa Luong: Mikala, is there anything you want to add for Minnesota? Otherwise, we can put Not mentioned.
	- CoreTrustSeal certified.
- Format agnostic but not format blind– in other words, depositors can share any formats, but curators make recommendations.
- Through the web interface, users can deposit 150 GB; can deposit more through repository staff.
- Working copies of data are also retained in a dark archive.
- Preemptive preservation through curation and documentation


	- 10 year review period (but not required to remove content).
- Concern: if/when time to review will be prejudiced against file formats and size.
- Deaccession for legal or ethical reasons at the moment

	150 GB limit through self-deposit interface; larger datasets accepted with collaboration with repository staff.
	Yes, and seeing more blended software and code.
	-No cost recovery model

	University of Nebraska Lincoln
	- Use Rosetta (Ex Libris) for preservation; fixity checks, file format validation, and technical metadata are all automated processes.
- During curation (fully mediated deposit) data curators advise on file formats and descriptive practices; data is backed up with copies on self-hosted library servers. 
	- Depositors can select 5 year or 20 years for storage upon deposit into the repository; but not currently deaccessioning.

	- Datasets are in the GB range right now; those with larger datasets tend to have their own infrastructure already.

	- Accepting software and code, but promise is bit level preservation; migration of files 'as resources allow'-- gives flexibility to migrate, but not required to.

	- Cost recovery model only begins at 1TB.

	New York University
	- Promising bit-level preservation; monitoring fixity, numerous copies and geographic distribution
- Content deposited into institutional repository (which also houses data, code, etc.) is replicated to library tech for maintenance; they do not add additional metadata or documentation. 
- NYU does not, as a practice, automatically convert file formats. Instead, suggests potential file transformations and documentation when appropriate. 
- Adopts a "curation up front" mentality, and leverages education and consultation to help researchers build data and code better before deposit; also uses the time of need as an educational opportunity when possible. Pre-custodial education and outreach.

	- Deaccession for legal or ethical reasons
	- No file size limit
	- Accepts code and data-- format agnostic
	- No cost for storage

	Pennsylvania State University
	- Data stored in the IR, Scholarsphere (locally built and maintained); unmediated self-deposit, curation often happens post ingest; some things can be done without contact depositor, but some require connecting with depositor (which can be difficult); concern is capacity-- not enough time.
- Scholarsphere is understood more as an access platform; minimum preservation (bit level- fixity and multiple copies in AWS).
- Leveraging Globus. 
	- Retained for 10 years.
- Developing guidelines for how to assess content after the 10 year mark.
- Developing guidelines for what content is sent to the preservation system (in progress).
- Deaccession due to content concerns (e.g., doesn't fit in the content policy)

	- Most datasets are less than 100GB-- primary user base is in the 'middle data' -- not big data, but bigger than small data.
- Considering how to grow to accommodate large datasets-- know this will be a need
	- Have many instances of data that is blended with code (e.g., R scripts); 
- Also part of the Software Preservation Network. 
- Licensing is a challenge for software preservation.
	- No cost to deposit.

	Princeton University
	- Multiple copies, checksums, suggesting alternative formats for long-term access or use 
- The library, as a policy, does not change formats, but encourages researchers to change formats when appropriate. Can store both formats if needed/requested. Interested in automatic conversions. 
- Fully mediated deposit
- Currently, data deposited into a DSpace instance mixed in with other content

	- No deaccession policies, but also no firm commitments to researchers for how long data will be preserved
	- Most datasets are less than 200MB; the current largest dataset is 375 GB.
- No technical limit to datasize, but practical limit in download/upload. 
- Public Globus access point to support those.

	- Accepts data and code-- mild increase in number of code deposits; no requirements for docker, code ocean, etc; curators encourage documenting environment, additional libraries, code versions, etc. 
- Challenge when the code and data are more blurred
- Licensing data and code together is a real challenge

	No cost to researchers– the repository is funded by the Provost.

	University of California, Santa Barbara
	- Leverages Dryad institutional membership. See Dryad.
	See Dryad.
	See Dryad.
	See Dryad.
	See Dryad.

	Virginia Tech
	- Leverages Figshare for Institutions for data (which is separate from the IR).
- Upon submission, data and metadata is bagged and stored on Google Drive and in an AWS bucket
- At this point, curation happens: suggesting documentation, file formats, tracking emails and changes in provenance); no standard or automatic file format conversions
- All files and curation provenance log (and metadata) are bagged into AIP, stored on Google Drive and AWS; hopeful for APTrust as a storage point, but still exploring

	- Retained for 5 years.
- Not worry about review at the moment due to the small size range.
- Deaccession due to for ethical / legal issues (outside of a reappraisal process)

	- Datasets range in size from MB to 370GB.

	- Store some code and data-- instances of blended code and data.

	- No cost for depositing datasets, but can be tricky technically after 50GB. 
- Have totaled up some costs for grant applications 


	Washington University in St. Louis
	- Want to implement Archivematica or other more robust preservation tool in the future
- Digital assets in the library are somewhat siloed, but hopeful the Digital Preservation Librarian (currently being hired) will support in aligning repositories
- SIPs are combined with DIPs, provenance information, and other documentation to create an AIP, which is deposited on a storage gateway managed by campus OIT -- there is currently no fixity run on these
- Pain point: PREMIS. How to manage/create this without a tool like archivematica and without writing xml every time? 
- In curation step, suggesting changes to file formats; but, if there is a working relationship with the depositor or a low labor ask, may convert for the researcher


	- Retained for 10 years, at minimum.
- Deaccession due to error in deposit (e.g., meant to deposit in IR) or for legal/ethical concerns. 

	- Average dataset size falls below 150GB which is the maximum amount researchers can deposit for free.
- Some large datasets are in progress, but have not been deposited yet

	- Some instances of code and data but few
	No cost recovery model.
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