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Abstract – The Wikidata for Digital Preservation
(WikiDP) Wikibase is a project of the Yale University Li-
brary’s department of digital preservation. The WikiDP
Wikibase is an open knowledge base that is publicly avail-
able on the web. We outline the relationship of Wikibase
to other software of the Wikimedia Foundation, and pro-
vide examples of where it is being used. We describe the
data models, data sources, and connections between the
WikiDP Wikibase and the Wikidata knowledge base. We
discuss our decision to useWikibase for this project which
involves transforming a data set related to software into a
knowledge base using technologies of the Semantic Web.
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I. Introduction

We introduce Wikidata for Digital Preservation
(WikiDP), a Wikibase instance related to the domain of
computing. This knowledge base contains structured
metadata about software, file formats, and configured
software environments. Data can be searched via a
search bar in the user interface, an application program-
ming interface (API) and a SPARQL endpoint. The knowl-
edge base is publicly available on the web 1.

The fact that this knowledge base is available on the
web in a way that is accessible to both humans and ma-
chines enables collaboration between large numbers of
people around this resource [1]. Making structured data
available to machines is part of Tim Berners-Lee’s vision
for the Semantic Web [2]. Incorporating technologies of
the Semantic Web in the field of digital preservation al-
lows us to improve the interoperability of digital preser-
vation systems with a broad landscape of other systems
and data sources. This increases the utility and the value
of our data [3]–[7].

Created in 2019, the WikiDP Wikibase contains data
from the National Software Reference Library (NSRL)
structured to support the description of configured soft-
ware environments. It contains data about thousands of

1https://wikidp.wiki.opencura.com

software titles including information about when they
were published, who developed them, what operating
systems they are compatible with, and the human lan-
guages in which they are available.

We designed the WikiDP Wikibase to support the
work of the Emulation as a Service Infrastructure (EaaSI)
program of work at Yale University Library [8]. The
EaaSI program of work aims to provide a broad range
of configured software environments using a range of
software emulators. EaaSI users can then interact with
legacy software titles which may require outdated op-
erating systems, or other software, that may be incon-
venient to access. The EaaSI team creates metadata
descriptions for configured software environments and
stores them in the WikiDP Wikibase.

We outline the steps we took to design and populate
this Wikibase. We describe how we mapped the data in
the WikiDP Wikibase to Wikidata, and share some exam-
ple federated queries that allow us to ask questions of
the WikiDP Wikibase and Wikidata at the same time.

II. Wikidata

Wikidata is a community-curated knowledge base
of structured data [9]. Tens of thousands of volunteer
editors contribute data to Wikidata relating to a broad
range of topics [10]. Data published in Wikidata is avail-
able under a Creative Commons Zero (CC0) license. Any-
one is free to reuse data fromWikidata for any purpose.

There are multiple options for data reuse from Wiki-
data. Data inWikidata can be accessed via the API 2. Data
can also be accessed via SPARQL. SPARQL is a query lan-
guage for RDF data [11]. RDF is an acronym for Resource
Description Framework, a graph-based data model [12].
Wikidata has a SPARQL endpoint that allows anyone
with access to the internet to submit queries and get re-
sults3. Users can select a format for downloading the
results of a query. The available formats are JSON, TSV,
CSV, HTML and SVG4.

2https://api.wikimedia.org/wiki/API_reference
3https://query.wikidata.org/
4https://www.mediawiki.org/wiki/Wikidata_Query_Service/User_Manual
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Figure 1: Graph visualization of a SPARQL query illustrat-
ing connections in Wikidata between a scholarly publica-
tion, a software title (in blue), a file format and a techni-
cal specification for that format.

Wikidata contains hundreds of thousands of items
related to the domain of computing [13]. It contains data
about topics from software titles to software develop-
ment companies, fromfile formats to operating systems,
even computer hardware. As members of the Wikidata
community contribute statements to these items, the
set of structured data describing the domain of comput-
ing becomes more complete. As members of the Wiki-
data community use more properties to connect items
to one another, we can trace context from a scientific ar-
ticle that describes a project that uses a particular piece
of software to a general set of information about that
software title, to a list of the file formats with which that
software title can interact, to a technical specification for
the file format itself, as seen in Figure 1. One way to get
data out of Wikidata is to write SPARQL queries and run
them on the Wikidata Query Service SPARQL endpoint
[14].

Not only is the data in Wikidata free for anyone to
reuse, the software used to create Wikidata is also avail-
able for reuse. The Wikimedia Foundation (WMF) has
stewarded the MediaWiki software which is used across
themany projects of theWMF. Thewell-known Just solve
the problem project 5 uses Mediawiki software, and the
popular Coptr project 6 uses Semantic Mediawiki, which
itself is based on Mediawiki.

III. Wikibase

Wikibase is an extension of MediaWiki. MediaWiki is
the software used by projects of the Wikimedia Founda-
tion, familiar to most people as the software that pow-
ers the different language versions of Wikipedia. Wiki-
base is the software that enables Wikidata [15]. The
German chapter of the Wikimedia Foundation, Wikime-
dia Deutschland (WMDE), made a docker image avail-
able that includesWikibase in addition to other software
[16]. It is available under a free software license allowing
anyone to reuse Wikibase to build their own knowledge
base.

Anyone can useWikibase to design a system tailored

5http://fileformats.archiveteam.org/wiki/Statement_of_Project
6https://coptr.digipres.org/index.php/Main_Page

Figure 2: The six operating systems listed on the item for
SimulaBeta Q110377565.

to their data7. People who want to create their own
properties to express relationships different from those
available in Wikidata can use Wikibase to do so8. People
who want to structure data that isn’t appropriate for in-
clusion in Wikidata can use Wikibase to do so. The fact
that Wikibase includes a SPARQL endpoint means that
it is possible to run federated queries across a Wikibase
and Wikidata itself which allows people to combine the
data in theirWikibasewith data fromWikidata. An exam-
ple of a Wikibase related to digital preservation is the
ArtBase created by Rhizome [17]. Additional examples
of projects using Wikibase can be found in the Wikibase
Registry, itself an instance of Wikibase, that provides de-
tails on Wikibase useage9.

We selected Wikibase for the WikiDP knowledge
base because of our familiarity with it from curating data
in Wikidata [13], [18], [19]. We wanted to be able to
reuse parts of the Wikidata graph in the WikiDP Wiki-
base. We also wanted to use the Wikibase data model
so that we could contribute parts of this data to Wiki-
data at some point in the future, if the community de-
cides it would be valuable. Wikibase is appropriate for
our project because it allowedus to easilymake this data
available on the web, and it provides a SPARQL endpoint
for querying the data.

We decided to create a Wikibase instance for this
data because the level of detail required to describe
configured software environments involves greater ex-
pressivity than is currently possible in Wikidata. We de-
cided that this data model extended too far beyond that
of Wikidata, and thus would not be appropriate for in-
clusion. An example of differences in the level of de-
tail is the way software titles and operating systems are
described. In Wikidata, multiple operating systems are
listed for a software title to indicate those with which
the software is known to be compatible. An example of
a Wikidata item with multiple compatible operating sys-
tems listed is SimulaBeta (Q110377565) as seen in Figure
2.

In theWikiDPWikibase we create new items for each
7Wikibase documentation available here.
8There is also a feature known as ’federated properties’ which al-

lows Wikibase users to seamlessly reuse properties from Wikidata as
described here.

9https://wikibase-registry.wmflabs.org/wiki/Main_Page
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Figure 3: Screenshot of Eudora with Windows 98 listed
as compatible operating system in the WikiDP Wikibase.

Figure 4: Screenshot of Eudora with Windows 2000
listed as compatible operating system in the WikiDP
Wikibase.

software title and operating system combination. This
is because we are interested in describing configured
environments available in EaaSI and what they contain.
Driven by this use case, it is helpful to have each soft-
ware title and operating system combination modeled
as distinct items. This can be seen in Figure 3, showing
the software title Eudora with a single value for the op-
erating system property in the WikiDP Wikibase and Fig-
ure 4, a distinct item for the software title Eudora with a
different operating system listed. As users of EaaSI use
pre-configured environments, it is helpful to have differ-
ent items for each software tile and operating system
combination.

Wikibase hasworked verywell for this use case. All of
the data is public, so there are no issueswith the data be-
ing available on the web. The process of creating items
and properties is familiar to editors ofWikidata. Reusing
data fromWikidata allowed us tomake useful andmean-
ingful connections between the NSRL data, which was
previously siloed, with a general-purpose data set de-
scribing computing resources.

IV. Wikidata Subsetting

Data published in Wikidata is available under a Cre-
ative Commons Zero (CC0) license10, meaning anyone
can reuse any data from Wikidata for any purpose.
When creating a newWikibase, it is sometimes desirable
to reuse one or more subsets of Wikidata in the new
knowledge base. Creating a subset involves identifying
the items and statements about those items you are
10https://creativecommons.org/choose/zero/

most interested in and writing a query to extract them
from Wikidata. Due to the coverage of items related to
the domain of computing, we were able to reuse data
from Wikidata to populate our WikiDP Wikibase with
structured data. Reusing subsets of Wikidata reduces
time needed to source and structure that data. Reusing
subsets of Wikidata in Wikibase instances is also conve-
nient because of the fact that they share the same un-
derlying data model.

WeusedWikidataIntegrator (WDI) to fetch subsets of
Wikidata and to populate the WikiDP Wikibase with that
data. WDI is a Python library for interacting with data
from Wikidata [20]. WDI was created by the Su Lab of
Scripps Research Institute and published under an open-
source software license via GitHub11. WDI can be used
to pull data from Wikidata or to populate Wikidata with
data. Similarly, WDI can also be used to get data from or
write data to a Wikibase.

We created direct mappings to corresponding Wiki-
data items for several classes in WikiDP. We reused a
subset of Wikidata covering human languages, creating
items for each language in WikiDP, and creating a map-
ping back to Wikidata. We added these items so that
we could use them to indicate the languages in which
the user interfaces of software titles are available. We
also reused the file format subset of Wikidata so that we
could reuse them in theWikibase. Each of the file format
items also has a statement containing amapping back to
Wikidata.

Maintaining these mappings is useful for writing fed-
erated SPARQL queries. A federated SPARQL query re-
quests information from two or more endpoints in a
single query. For example, because of the mappings
between file format items in the WikiDP Wikibase and
their counterparts in Wikidata, we can ask questions
about the file formats in the WikiDP Wikibase and also
retrieve data from Wikidata in a single query. Figure 5
shows a SPARQL query that asks for file formats in the
WikiDP Wikibase that have a mapping to Wikidata, and
then uses that mapping to find the equivalent file for-
mat items in Wikidata that have been used as a value
for the property ‘main subject’ on scholarly article items
in Wikidata. The query allows us to see a list of scholarly
articles that describe file formats.

Another example of a federated query between the
two systems allows us to retrieve user manual links for
certain software titles, as seen in Figure 6. The software
in the NSRL collection does not include usermanuals for
the majority of titles. Users of EaaSI may need to con-
sult the user manual for the software they are using in a
given configured environment. Some of the software ti-
tles in Wikidata contain links to a copy of their user man-
ual. By combining data from both knowledge bases we
can supply user manual links for many of the NSRL soft-
ware titles. The software titles are from the NSRL collec-
tion in the WikiDP Wikibase, but the user manual links

11https://github.com/SuLab/WikidataIntegrator
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Figure 5: Federated query on the WikiDP Wikibase
SPARQL endpoint combining data from Wikidata with
data from the WikiDP Wikibase. Try it!

Figure 6: Federated SPARQL query on the WikiDP end-
point.

are from Wikidata.

The NSRL collection contains software titles pro-
duced by Brøderbund, but does not contain any infor-
mation about Brøderbund itself. If we consult Wikidata
to see what information about Brøderbund has been
added, we find a wide range of information. An archival
collection related to the company is held by The Strong,
as seen in Figure 7.

The Brøderbund item inWikidata also contains infor-
mation about a list of Brøderbundproducts fromEnglish
Wikipedia as well as the category on English Wikipedia
for Brøderbund games, as seen in Figure 8. Additionally,
the item provides sitelinks to 21 articles in different lan-
guage versions of Wikipedia about Brøderbund.

At the bottom of the page of the Wikidata item there
are forty-three external identifiers listed. External iden-
tifier properties are used in Wikidata to provide links
out to where a resource, in this case Brøderbund, is de-

Figure 7: Information about archival collection on the
Wikidata item for Brøderbund.

Figure 8: Statements on the Wikidata item for Brøder-
bund providing information about related information
from English Wikipedia.

scribed by other sites. Wikidata has become a hub for
storing and managing identifiers for items [21]. Rather
than search for Brøderbund using the search options
provided by these forty-three systems, this information
is now stored in Wikidata, easing discovery. A sample of
some of the external identifiers found on the Wikidata
item for Brøderbund can be seen in Figure 9. Several na-
tional libraries have information about Brøderbund in
their collections. Crunchbase, a database of technology
companies has information about the corporate profile
of Brøderbund. Justia Patents has information about
patents filed or held by Brøderbund. General informa-
tion about Brøderbund fromWikidata can be combined
with information from the NSRL that describes specific
software titles that Brøderbund developed.

After mapping items and classes from the WikiDP
Wikibase to Wikidata we can contextualize information
about the NSRL software within the larger sets of infor-
mation about developers available in Wikidata. Depend-
ing on our use cases or our research needs, we can also
quickly identify other resources on the web, like the Me-
dia Arts Database or the Justia Patents database, if we
are interested in specific types of additional information.

Wikidata subsetting is an effective strategy for popu-
lating slices of data into a Wikibase. Establishing a prop-
erty to store the Wikidata mapping for a corresponding
item or property in Wikidata itself is useful for anyone
who creates aWikibase and plans to create mappings to

Figure 9: Logos of some organizations that operate
repositories for which there is an external identifier re-
lated to Brøderbund in Wikidata.
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Wikidata. As more Wikibases are created in this way we
will see the ecosystem of Wikibases diversify in terms of
content and datamodels. This will supplementWikidata,
and provide flexibility for organizations with specific use
cases and modeling needs.

V. National Software Reference Library

The National Software Reference Library (NSRL) is a
collection of software andmetadata about software cre-
ated by the National Institute of Standards and Technol-
ogy (NIST) of the United States. The purpose of the col-
lection is to support research and investigation related
to computer forensics [22].

NIST staff created the NSRL by collecting physical
copies of software titles across distribution formats.
They described the software using a set of metadata
properties such as manufacturer, language, compatible
operating systems, etc. We compared the inventory of
software titles in the NSRL with those described in Wiki-
data and found only a small area of similarity. NIST do-
nated copies of software titles and associated metadata
from the NSRL to Yale University Library as part of the
EaaSI program of work. These software titles are being
used by EaaSI team members to create a broad range
of pre-configured software environments that are avail-
able as part of EaaSI.

After reviewing the metadata in the NSRL collection,
we designed a set of properties for the WikiDP Wikibase.
We considered how we could align certain properties
with Wikidata properties. We also considered the needs
of the EaaSI system. The final set of properties that we
created was influenced by these considerations.

VI. Data Models

We created data models for software titles, software
families, file formats, and configured software environ-
ments in the WikiDP Wikibase. We use these data mod-
els to communicate expectations about data structur-
ing for these different classes of items in the knowledge
base.

The EaaSI system provides a catalog of pre-
configured software environments for users. These
environments are configured by members of the EaaSI
team from software available from the NSRL. The class
of configured software environment items in theWikiDP
Wikibase represents the set of software environments
that have been described in the WikiDP Wikibase.

We first created a set of properties inspired by Wiki-
data. Some examples of these properties are: instance
of P1, developer P2, version P3, and file extension P4.
Each property also has a mapping to the corresponding
Wikidata property as seen in Figure 10. We designed
these properties to reflect their equivalent properties
in Wikidata so that it would be simple to contribute the
data back to Wikidata in the future.

We also created properties to model the NSRL meta-

Figure 10: The property for ’developer’ in the WikiDP
Wikibase with a mapping to the corresponding Wikidata
property.

data. Some examples are: NSRL manufacturer ID P8,
etid P10, etidparent P9, Application ID P11, and NSRL
application type P12. These properties reflect the meta-
data model of the original NSRL corpus.

Specific properties we created for EaaSI include: Li-
brary of Congress copyright ID P16, base environment,
P30, number of disks P38, and Internet Access Required
P40. We designed these properties to reflect aspects of
how a configured software environment are described.

The Wikibase data model includes references. The
references data model makes it possible to reference
individual statements. In this way, it is possible to
source different statements on the same item to differ-
ent sources, if needed. It is also possible to provide mul-
tiple references per statement. Applying references to
each statement ensures that when results are returned
via SPARQL, we can quickly identify the source of the in-
formation. The reference structure supported by the
Wikibase software has been effective for Wikidata [23].
Building on our experiences with the Wikidata system,
we work to add references to as many statements as a
possible in WikiDP. People who reuse this data will be
able to see, per statement, where the data originated
and make decisions on whether or not it is relevant for
their use case.

VII. Shape Expressions

Shape Expressions (ShEx) is a formal modeling
and validation language for RDF data [24]. ShEx is
the schema language used in the Schema namespace
(namespace E) of Wikidata and otherWikibase instances
[25]. ShEx is the language we use to represent our data
models. We write schemas in ShExC, the ShEx compact
syntax. We publish our schemas in the E namespace of
the WikiDP Wikibase. The schemas describe the prop-
erties and references that are expected for a class of
items as well as their expected values. Schemas are a
concise way to communicate data models. People inter-
ested in contributing to the WikiDP Wikibase, or reusing
data from theWikiDPWikibase, can consult our schemas
to gain understanding of our data models.

Once we have encoded a data model as a schema,
we can then use these schemas to validate the entity
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Figure 11: ShEx schema for file formats for the WikiDP
Wikibase.

data in our Wikibase. For example, if someone con-
tributes an item describing a configured software envi-
ronment, they can then validate that item against our
schema for ‘configured software environment’ to test it
for conformance. The ability to test entity data for con-
formance to a schema is useful in the open contribu-
tion model of the WikiDP Wikibase. Contributors from
different institutional contexts, language backgrounds,
andwith different use cases for software emulationmay
want to describe configured environments in theWikiDP
Wikibase. As they are becoming familiar with the sys-
tem, testing the data they contribute for conformance
to a schema provides a way to get automated feedback
about where the data are not yet conformant, and what
types of changes are needed to bring the data into con-
formance.

The schema for file formats in the WikiDP Wikibase
is seen in Figure 11. This schema has a label and descrip-
tion to provide information about the content. Then
there are prefix declarations that provide the names-
paces from which the properties are derived. There is
one shape in this schema and it is called “file format".
The file format shape describes three triple patterns.
First file formats should all have a statement that they
are instances of (P1) file format (Q1). Then they may
have a statement that provides their PUID in the form
of a string. Lastly, they should have a Wikidata mapping
(P6) that provides a Wikidata URI for the corresponding
file format in Wikidata.

Writing schemas to describe our data models allows
us to communicate how our Wikibase connects to Wiki-
data itself. This can be useful for people looking to reuse
our data, or reuse our data in combination with data
from Wikidata. It is also useful for indicating how our
Wikibase fits into the network of Wikibases beyondWiki-
data.

VIII. Ecosystem of Wikibases

While the breadth of Wikidata content spans many
domains, not all data can be accommodated in the
knowledge base. The German chapter of the Wikime-
dia Foundation, Wikimedia Deutschland (WMDE) pro-
motes the concept of an ecosystem of Wikibases [16].
An ecosystem of Wikibases is a network of Wikibase in-

stances each of which supports federated queries with
Wikidata itself.

Wikidata was the only Wikibase instance for several
years. The Docker image for Wikibase was created by
Adam Shoreland and firstmade available in 2017 12. The
Wikimedia Foundation has outlined a vision for how in-
terconnected Wikibases will be created for many differ-
ent uses13. The strategy describes how operators of
Wikibase instances and developers of related toolingwill
work in concert to allow people to query multiple re-
sources in order to bring together relevant data.

This ecosystem will encourage groups of people to
explore setting up their own Wikibases to serve their
own use cases. Some groups may be interested in data
that is not appropriate for Wikidata, but can be usefully
structured by reusing some properties from Wikidata.
Some groupsmay be interested in creating a set of prop-
erties for their data that are not available in Wikidata.
Some groups may reuse a subset of Wikidata proper-
ties in combination with a set of properties not available
in Wikidata. As each Wikibase instance has a SPARQL
endpoint that supports federated queries withWikidata,
data can be more easily combined with data from Wiki-
data.

Both Wikidata itself, as well as the ecosystem of Wik-
ibases, represent the vision of the Semantic Web. "Se-
mantic Web is the idea of having data on the Web de-
fined and linked in away that it can be used bymachines
not just for display purposes, but for automation, inte-
gration, and reuse of data across various applications"
[26]. The Wikidata knowledge base fulfills the require-
ments outlined for the Semantic Web in that each re-
source has a unique identifier, is liked to other resources
by properties, and that all of the data is machine action-
able.

IX. Conclusion

Our work setting up this Wikibase instance and pop-
ulating it with data has allowed us to interact with the
metadata about software titles from the National Soft-
ware Reference Library (NSRL) in new ways. The data is
available on the web and can be searched via the search
box in the interface as well as via SPARQL. The data can
also now be combined with data from Wikidata.

Creating a Wikibase instance for a specific purpose
allows you to establish your own set of properties. This
is helpful if you need to represent data models that are
not yet represented in Wikidata, or unlikely to be appro-
priate for Wikidata. For example, there are dozens of
properties related to software in Wikidata, but there are
many properties important to the data model for config-
ured software environments that are not yet inWikidata.

The SPARQL endpoint of the WikiDP Wikibase en-
ables federated queries with other SPARQL endpoints.

12https://addshore.com/2017/12/wikibase-docker-images/
13https://meta.wikimedia.org/wiki/LinkedOpenData/Strategy2021/Wikibase
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This SPARQL endpoint allows us to leverage the benefits
of combining multiple RDF data sets to ask questions of
our data in the context of additional data. Effectively,
this mean we can ask questions of multiple databases
with a single query.

We have contextualized the software described in
the NSRL by strategically mapping parts of its data
model to Wikidata. This means that we can now ask
questions of theNSRL data that previouslywere impossi-
ble. For example, rather than asking about connections
between a software developer and software titles that
involve querying strings that represent entities, we can
now ask questions that extend to the geographic loca-
tions of the headquarters locations of those software
developers. Or we can ask questions that extend to
the scholarly literature that describes research involving
those software titles. Mapping the NSRL data to Wiki-
data yields URIs for the entities in the Semantic Web for
those organizations. With those URIs we can tap into
all of the structured data describing them that has been
added to Wikidata.

Asmore people createWikibases and populate them
with relevant data sets, the ecosystem of repositories of
structured data connected to Wikidata will grow and di-
versify. More peoplewillmappreviously-siloeddata sets
to Wikidata, thus creating pathways to the linked open
data (LOD) cloud [27]. These connections will unlock
access to additional information sources that increase
the value of these data sets. In this way, we can trans-
form databases and information systems that were pre-
viously islands of data into linked clusters in the LOD
cloud.

As an early member of the ecosystem of Wikibases,
we expect that many additional Wikibases will be cre-
ated in future years. As more organizations identify
knowledge graphs they would like to have access to on
the web that extend beyond the boundaries of Wiki-
data, many will decide to manage their own Wikibase
instances.
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