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What ever is your business, 
structured information delivers 

reliable decisions

How to produce trustable
information with a ML ?



Extracting information from unstructured documents is 
expensive and time consuming
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We automate the indexing process
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Using Machine Learning 
technology



The advantages of automated indexing

4

SAVE 
MONEY
Avoid populating 

databases manually

GO FASTER
From data to decision

DE-
RISK

Using more verified 
information

© 2017 Agile Data Decisions – Confidential         4



Optical 
Character 
Recognition GUI
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End of presentation
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• But data users don’t care how the information has 

been extracted, by a machine or by humans,

• Data users even don’t care so much if all the data 

are accessible and made available,

• Data users want data they TRUST !
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End of presentation ?



Select your training data with care ... but 

not too much
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• Machine learning are better to interpolate than extrapolate,

• Training set must be representative of the data set to be processed,

• ....easiest to say than to do! Since you don’t know the content of the 
data set to be processed,

• You can approach the representativeness of the training set by indirect 
features
• Files format, Files size, Graphic files resolution, Files name, Files language, Files 

vintage ...

• Don’t worry to much

• Few contexts may be relevant to train a characteristic of the data

• Training set may be extended while going, ML improve with experience



Monitor your training process

© 2017 Agile Data Decisions – Confidential         9



Explain your benchmark methods
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• More or less exhaustive cross 
validation
• Leave p out method (Lpo)

• Leave one out (Jack Knife method)

• Hold out method
• Benchmark

• Blind test



Define clearly the KPIs
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True Positive

False Positive

Missing data



Define clearly the KPIs
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• Precision = True Positive / ( True Positive + False Positive)

• Recall = True Positive / (True Positive + Missing)

• F1 score = 2 * (Precision * Recall) / (Precision + Recall)

• Not only you start feeling like a data scientist now, but you can 
produce a learning curve !

• Possibility to anticipate what will be the accuracy of the 
detection before the first detection.
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Precision or Recall ?
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True Positive

False Positive

Missing data



Precision or Recall ?
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True Positive

Missing value

Missing value



Monitor the training process
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How to select the best cutoff value?
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• A good indexing model is not only a model with a good accuracy (F1)

• It is also a discriminant model

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0 20 40 60 80 100 120

F1
 s

co
re

Cutoff

Service name: F1 versus Cutoff

BT1 - old context BT4bis - old context BT4bis - new context

05101520253035
40

45
50

55

60

65
70

7580

85

90

95

100

051015202530
35

40

45
50

55
60
65

70
75

80

85

90
95

100

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1TP
R

 =
 T

ru
e 

P
o

si
ti

ve
 R

at
e

 =
  T

P
 /

 E
xp

ec
te

d
 v

al
u

es

FPR = False Positive Rate = FP / max extracted values

Service Name: ROC

BT1 - old context

BT4bis - New
context

BT4bis - Old
context



When the False Positives become your best friends
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• The beauty of the confusion matrix
• Confusion matrix adds some transparency onto the ML black boxes!

• It help reviewing the taxonomy or/and improving the training strategy
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In case of relative truth

IoU
Intersection 

of Unions



Making the training set larger



Takeaways
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• Unqualified detections don’t make sense for end users,

• It is possible to evaluate various aspects of the ML models 
accuracy before the first detection,

• Detected information is sourced

• All sources can be used, each metadata may be multi-valuated,

• Possibility to choose between a Recall or Precision strategy using 
the same ML models

• Involving the SMEs while training and tuning the model is key.
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