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INTRODUCTION

Thales Alenia Space, in the scope of its digitahsformation, is actively working at acceleratitgy“value” time-to-
market by promoting a DevOps culture on its prosluct

WHAT IS “DEVOPS” ? WHAT DOES THALES ALENIA SPACE WA NT TO ACHIEVE ?

While DevOps is typically presented as a way tednate developers and operators teams, the rdd¢w®ps can be
found in the Lean engineering approach with a kapleasis on reducing the “delivery” lead time wHibeusing on
“built-in" quality.

Traditionally, the way projects are typically extmal includes successive hand-overs between busateksholders
(the ones capturing the “customer” need), engingeteams (writing system specification, coding wafe and
delivering building blocks that are integrated b4VvIteams) and Operations teams (the ones thatretalling and
operating the whole system stack including infrasttires). A typical example is the Galileo projedtere several
parties are delivering into a successive set ofrenments the working software. In such a compledustrial setup,
this flow can take up to several years. Howevers ithe final responsibility of operators (the sneperating the
system) to make sure at any time the system isingniroperly with the right quality of service. Thare the end
“victims”. From this example, we can say that adue stream is broken as there is little chanegitfitial engineers
working on the needs know about the real operationpact of what is delivered several years lafs.the setup
involves different parties, each of them “siloed’ their own activity, the final “feature” qualityan be seen as a
constant trade-off between cost, schedule and sobpach of them. This is not going towards ancedffit way of
delivering value to the customer and by derivatiorthe end user.

One of the ways to answer to this challenge irstifewvare industry is applying the “Agile” frameworkhis is also the
case in the Space industry where software can bedfmn-board and in the ground segments. Agilitpliad at

engineering level can be seen as not enough tdeaate the overall value stream to the end usereMtarefully

implemented, it certainly increases the quality #redregularity of features through a close coltakion of system and
software teams. However, it is not solving the lfigaal of having these features delivered to the: eser. Actually, it
may increase the fear of business stakeholdersmdypfeel frustrated of not having a clear scope/dale view. It

surely increases the fear of operation teams willohsive the final responsibility to make these ‘iadrequent”

deliveries to work in production systems. The doluto achieve an overall efficiency would be a waycope with

these fast deliveries up to production while malksnige that the business stakeholders can getrfsight on what is
being implemented on the system and its real impa¢he end users. This is what is called DevOps@ps cannot be
achieved with some sort of Agility. Many of the [#ys concrete examples embeds Agile principlesntaince on the
“early and continuous delivery of valuable softwdg.

DevOps is typically represented as a loop of aiwithat are performed ideally by a group of peamoperating
closely with a common objective to deliver a featdast to production. This engineering practicegets a fully
automated pipeline (set of actions) at all stagehevalue creation to deliver fast, with the tigjuality in order to be
able to get a fast feedback (and eventually modtiat has been delivered previously to improveTitje “blue” parts
represents the engineering activities (the DEV)patiile the yellow part represents the operatotwities (the OPS
part).
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Fig. 1. Typical DevOps activities

Organization applying DevOps efficiently are orgad in a non-traditional way. They usually involgemmon
“teams” doing the Dev and the Ops on a specifit plathe system making sure that any modificatiuat is introduced
in the system is known and understood by the “O@& while it is built.

Task automation enables faster deliveries. Thege®oequires less manual intervention. The highlgraated pipeline
ensures that each of the stages of the developpiaste up to the deployment can be assessed fachyall clear
status. As no human action is involved, the processt error prone and can be repeated infinitdljie quality of the
delivered modification relies on the quality ofghpipeline. The goal of the team is to automate emwtinuously
improve the automated process of delivery, addmgautomation step, automated test or automatelityqoheck to
make sure the right quality is achieved. Errorsobees opportunities to stop the process, fix itamsas possible and
thus improve it by adding new automated steps aedls that are missing.

From a use case point of view, this approach igvar commercial satellite projects but also faternal projects
where tools, services, test benches are beinga@selas enabling systems for these projects.

WHY DEVOPS IN THALES ALENIA SPACE ?

Reducing lead time while increasing quality of wietbeing delivered is the final goal of any indigtcompany.
Taking into account that DevOps can be achieveap&ns new opportunities to deliver faster valueaitetter
adequacy to user needs.

Here are two examples :

A first concrete application is around Cyber Segutireats. The challenge of managing and solvirgerabilities in a
complex space system is real. Even if a majoritysydtems are said to be “disconnected”, there ikedylto be
vulnerable if not upgraded regularly. The incregsimsage of open source software enforces this nstaie as
vulnerabilities are public with those componentanking institutions already ensure a very low léate with respect
to vulnerability patching. It is usually performéedless than a few hours. Reaching this performameespace system
is possible by rigorously applying DevOps techngu&his is particularly true for Ground Segmentsr Bure,
upgrading regularly shall be compatible with theeleof service required by the application. It me#mat the software
architecture shall be “ready for” DevOps. (See ieckure chapter).

Even if the final grail is the one-click seamlesspldyment to production, DevOps may not necessanilglies
automated steps up to production. A project cdhretjuire final manual approvals or compliance akseeven before
being deployed in front of end users. The finabduction environment may also be a disconnectedrament
requiring a “manual” transfer at first, before tgpiteployed automatically also. In such a casepthvpose will be to
push deliveries automatically as far as possiblev@ps may be enforced up to final IVV Phases dpra-prod”
environments. In such a case, the “OPS” part igl kih“managed” by the same or a close local teaan foe IVV)
ensuring that the system is up and running, mogdt@nd tested with the latest version availabfeesbed as often as
possible. Opening such an environment to the eatspuas early continuous deliveries, is the begttovamake sure that
what is being developed is actually in line witke thser requirements. It is also an opportunitytfer end user to
confirm or adapt new requirements. This is typicalbosing the agility loop where the users and tigyers can learn
from what is deployed and adapt or modify the pomdthis loop is a way to achieve the objectivéwilt-in quality.



WHAT ARE THE NECESSARY MEANS ?
The transformation includes 4 working axis:

- Culture: The purpose is to challenge how product managemed development is performed today. It
includes providing more insights on business angrugriorities to the product team. It goes througbre user
interaction, and more agility. Products are devetbpieratively. The target is to make sure that\thlue of what is
delivered permanently matches end-user needs. Qegmms are reviewed to make sure teams are wprivsely on
the same objective. People are up-skilled throyggrific trainings and coaching. The end-user ighat heart of
product. Business decisions and priorities arertddesed on fact from end-users feedback and margtoBpreading a
DevOps culture is actually melted with spreadingigiie culture.

At Thales Alenia space, we progressively deploy @y favorable organizations on new projects. Wabdished a
skill matrix that is DevOps-oriented (including #fle necessary skills from Dev to Ops) and areereivig the whole
engineering population. The purpose is to be abldentify key experts who can train other trainaad also key gaps
leading to specific external support or recruitnsent

- Practices & Tools The purpose is to refocus each step of the vaheation process on quality and
automation. Standard build and run phases (aka.dbe Ops phases) are enriched with processeseghdiques
allowing such improvements. This goes through hemmglementation of continuous integration and amnbius
delivery techniques. Automation brings the capattayreproduce a complete process without errorofeen as
necessary. Test automation brings the capacitgdess the quality of the development process. Matiins are made
small so that, when an error is detected, the ctiveeaction becomes simple. Deployment phasesat@mated up to
the infrastructure to make sure a change is téstadelevant environment every time.

A large majority of engineering practices are diesat in a Thales Alenia Space referential callefoeled-UP
practices where, for each practice, an engineefindra detailed description with examples, keyldes and common
pitfalls.

In Thales Alenia Space, we use the following taalte build our pipelines :
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Fig. 2. Toolset in Thales Alenia Space DevOps migel

Code is managed through front-ends (Eclipse, Visstaldio Code) connected to GIT repositories. Thddbis

orchestrated with Jenkins. Each developer includéite called “Jenkinsfile” which aims to describiee continuous
integration pipeline to be used for the projectisTie is parsed into Git repositories and, upode modification, the
pipeline execution is triggered. To build the s@ite; ephemeral build machines are instantiatechenntrastructure
(see FITNESS description below). The ephemerabbeilvironment is running on a Kubernetes clustaning on the



platform. As soon as the software is build, codalysis can be performed automatically covering tsbéiic and cyber
security rules. Then, automated tests are execttembde level (unit test). Once tests are comp|dvathries are

committed to the binaries repository running infatifactory. For each of the continuous integratgiaps, developers
can describe their stopping / failure criteria. Do@nts may also be generated at this stage (cmentige, tests results,
interface description, documentation). Once comtirsuintegration is completed, continuous deploynsatts. The

target integration environment can be built on dedni® the infrastructure. On the infrastructureated, the system is
deployed. In case the upgrade path shall be teftedarevious environment is kept. During theséstes set of upper
level automated tests are executed. This may irclutherability tests using Nessus. Another setazuments may be
published at this time. Once deployment is complesd depending on the environment, specific maests (as less
as possible) may be executed to complete non atgdnbasts. Monitoring is either part of the systhat is deployed,

either based on the service that the platform sffer

- Software architecture The purpose is to improve software architectureetsure that when a change
pushed to “production”, the system is resilienths change. Requirements are taken into accoutiteirdesign: no
outage during upgrade, logging capability, closenitaoing, etc. They are enforced and verified atheaontinuous
deployment phase during development phase. Operttéms are thus more confident on accepting fabtecurrent
changes to the production system. This axis isiquéatly valid for ground segments software wheldeud Native
application is a reality.

From a ground software point of view, this goestigh cloud native application principles. Softwarehitectures
shall be “disaster aware”, aware that the appbicatnay be asked to stop at any time (for upgradpgse for
instance). Typical example is the blue-green depkmt, where in case of upgrade, a new instandeeodpplication is
deployed in parallel of the old one. The applicaticaffic is redirected to the new instance and dhk instance is
automatically destroyed when the traffic does rotlgough the old one anymore and that the monigoaf the new
instance shows no negative impact. This requirg®lsss applications. Web technologies are paatilguéfficient for

this. Applications shall be resilient and care ab®ecurity (making sure that the design is secauthgntication for
instance), Scalability (how to increase the praogspower of the application by adding new instarufethe

application), Deployability (application which cdre deployed, configured and upgraded automaticaithout

impacting the on-going service) and Testabilityplagation which can be tested with automated testsjsually relies
on an “API first” approach. In the software indysttommon criteria to assess that an applicatidoléaid native” are
the 12 factors [1].

S

- Infrastructure / Platform : A cloud platform is necessary to sustain the atmilation through automated
processes for faster value delivery. This platfowhjch is based on a software defined datacentéarsothe right
flexibility, core services and APIs to transformyanfrastructure operation into code. A projectnteis empowered to
create (“code”) necessary infrastructure resouticerigh a self-service portal and/or automatiolipser This project
team can, for instance, recreate its entire testiygjem (infrastructure, OS, dedicated softwarafigaration) from
scratch at every software modification to make dinee change will be deployable and workable in ¢nel-user
environment (production like). In Thales Alenia Bpathe “DevOps platform” is shortly called FITNES®d is
managed by a DevOps team.

The FITNESS team uses DevOps techniques to delamrservices to the platform users.



THE FITNESS DEVOPS PLATFORM

To support our internal digital transformation, Wwad to rethink the way we consume the Informati@chhologies
(IT) resources for our daily software developme¢@gration and maintenance activities. First gha# couldn’t afford
anymore to purchase dedicated hardware (servekstadion, network, storage...) when starting any tement or
any prototyping activity in the frame of a new @aj. We need also to be able to work on a mutuhlaeility between
different teams within the company and externatrgas. We then naturally had to migrate to a nemroon platform
targeting the following requirements :

» delivering IT resources simply by filling an elemtic form

+ scalable and maintainable IT infrastructure

« fully integrated with the existing Thales Aleniag®p Information System (IS)

» providing native access to the various internaimegying and development environments.

To implement this “IT as a service” approach, wetesigned this IT infrastructure on the basis & 8Software
Defined Data Center (SDDC) concept, introduced bjwéare a few years ago. In this kind of IT infrastiure every
resource such as CPU, storage and network is lddaand can be defined/configured through a pefaeode. From
the end-user perspective, we talk about InfrastrecAs a Code (IAC) which is basically the textdakcription of the
target virtualized IT infrastructure in which takpkce the development/integration and maintenautieities. The
various technologies have been selected with tii@afimg rationales :

* VMware vSphere hypervisor CPU virtualization hagmeselected as a market-leading product, because it
largely used in our ground segment products an@structure, and heavily used in the Thales AlSpace
information system.

« VMware vSAN Software Defined Storage (SDS) soluti@s been selected because it is based on standard
x86 server H/W and because it is linearly scaldbeoughputs and 1/0s) by adding new servers to the
platform.

 VMware NSX-V Software Defined Network (SDN) solutibias been selected to provide on demand network
capabilities (Routing, VPN, firewalling, load batang...) as part of the virtualized infrastructurdeTuse of
NSX-V improves the security by segregating the ekvraffic and connectivity between the variousjpcts
hosted on the DevOps Platform. The integration lo#ifias with third-party security solutions (e.agent less
anti malware, IPS/IDS) makes NSX-V even more dtivac

* VMware vRealize Suite has been finally selectethasoverall monitoring and automation solutiontfiis on-
premises virtualization platform. This VMware suipgovides a very efficient supervision and capacity
planning through VROps Manager. VRealize Automatiwavides the user portal through which the users
deploy their working environment of the DevOps félah.

Since the commissioning of this DevOps PlatfornQid 2018, the main usage has been some softwaréogeent
and early system integration activities. Indeedjallg, the system integration activities startedyomhen the target
customer hardware was available and finally, vatg In the project’s life cycle. As far as the itegtapproach allows
it, the early use of this platform allows to stgystem integration as soon as the first piece dé ¢ available. Once the
target H/W infrastructure is available for testinbe system level integration can focus on perforcea while in
parallel the new software release integration e&e place on the DevOps Platform. At this stagiwsoe artifacts can
be deployed and tested indifferently on the takHj&V infrastructure or on the virtualized environrhen

The figure 3 shows an example of some ongoing pt®j@here software development and system integratttivities
take place whether on the Devops Platform or omtrget customer platform (still on Thales Alen@ate premises).

In this example we are integrating many differexahinologies on the DevOps Platform with a focusheninterfaces.
For instance this project uses a block-orientedridiged file system but also a framework and imagecessing
algorithms. The typical use of the DevOps platfasno work first on the deployment of the variowsrponents and
integrate them as close as possible to the tampdatomment. In the frame of this project, the majmart of the
distributed file system has been prepared anddestethe DevOps Platform, while the fine performearnaning is
taking place on the final target platform. Regagdine image processing algorithms of this projeet,limited the test
of these components to standalone tests, wherdistrébuted and real-time processing is to be teste the target
platform to assess the exact performance on tlaéHerdware.
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Fig. 3. Typical project setup for development artdgration activities

Another important use case is the maintenanceafrgl systems components. Due to its native capatilinstantiate

and deploy on demand a complete virtualized gragginent infrastructure, the DevOps platform isrdigfiy the right

candidate to host the software maintenance aetviflhis trend follows Thales Alenia Space’s effarthe design

phases, to avoid any dependency between softwdreraderlying hardware. The first expected resuthés capability

to limit, and even more avoid, the need for a “refee” platform. Several on-going projects at bhabe already make
the assumption that the warranty/maintenance phdisenly take place on the DevOps platform.

Generally, most of the hardware components invoivedur ground segment infrastructure designs sxast virtual
appliances (virtual storage, network and secuppliances...). If not, we still have the capabilityinteract with actual
hardware as far as this hardware provides stanb@RIIP interface or the communication protocol barcarried over
IP (RS485, RS232...).

Finally the flexibility of this mutualized platforrenables and simplifies the co-working of multigifidinary teams.

Beyond the regular development/integration and teaance activities running on this platform, we m#us platform
flexible enough to be able to support benchmarks experiments. The general approach is to add teariosome
hardware resources to the DevOps platform, progi@diocess to a few new technologies. Once the ei@uaf this
new technology confirms the interest for our Growagyment solutions, the integrated DevOps Teanclasthe
integration of the solution on the DevOps Platfolithe new technology is then available “as a settiwe&very Thales
Alenia Space users.

As an example, the use of GPU for massive compti&rsgbeen evaluated on the DevOps platform wittbémehmark
of a deep learning algorithm in charge of objededi&on within Satellite images. The success oftibech confirmed
the interest to provide some “GPU as a servicethenDevOps Platform. The integration of additionatles equipped
with PCle GPU cards is then planned for 2019.

Another example of features to be introduced “a&em@ice” is the emulation of alternative CPU arettiire such as
SPARC or ARM on top of the native x86 DevOps Platfoservers. Indeed, beyond the ground segmentea@ft
solution, the embedded software represents a fEagef our development and integration activitielse need for early
integration capabilities is the same because thyetdd/W availability can be even more critical qmared to ground
segment hardware. Both of the architectures mesdidrere-above correspond respectively to the variad hard CPU
that are used on Thales Alenia Space platform argHgloads . The “emulation as a service” foreseere aims at
delivering on demand virtual resources capable wiing native binary codes for those CPUs. The loeaxt

introduced by on-the-fly instruction transcoding, largely balanced by the scalability of virtuakaarces on the



DevOps platform. The main challenge remains herthénsimulation of software interfaces through wafe stubs or
H/W virtual appliances.

In the specific case of ARM, a new opportunity dm-demand CPU resources came from VMware, annoumngeaid-

2018 with the native support of ARM Architectureiis vSphere virtualization solution [3]. From aJ¥ps platform
perspective, this service could be suggested asvecluster based on a farm of ARM System On Chi(pGp

CONCLUSION

The paper has detailed the way Thales Alenia Spgacenoving to the DevOps approach in its software
development/integration and maintenance activifibéss project takes place in a larger company digiansformation.

From a technical point of view, the Thales AlenipaG DevOps Platform contributes actively to inrnimva by
delivering regularly new technologies to the usamdhand providing an environment to validate sohgisimilar to the
target infrastructure, which allows to detect issadot more in advance and gain time in the vdeléevery, reducing
the time to market of our different products.

From a cultural point of view, this co-working arisadefinitely a way to break siloes between histdly distinct
activities.
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