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Questions: 

1. Do current apps work well enough to combat 
fake news in a meaningful way?   

2. As educators, what should we teach our 
students about automatic fake news detection?



Methods of Fake News Detection:
1. Fact-checking by human experts
2. Crowdsourced flagging / annotation
3. Computational prediction (i.e. automated 

detection without human intervention)



10-20 hours
The time lag between the sharing of misinformation (a fake news story) and the 

sharing of fact-checking content that debunks it on social media.

Shao, Chengcheng, Giovanni Luca Ciampaglia, Alessandro Flammini, and Filippo Menczer. “Hoaxy: A Platform for Tracking 

Online Misinformation.” In Proceedings of the 25th International Conference Companion on World Wide Web, 745–50. 

Montreal, Quebec, Canada, 2016. https://doi.org/10.1145/2872518.2890098.

https://doi.org/10.1145/2872518.2890098


Background:
How do automatic fake news detection 
apps work?

Answer:  Algorithms! 

**Also called  “A.I.” or “learning algorithms” = mathematical formula that uses past 
events to predict future ones.  Usually the more items accumulate in a dataset, the 
more accurate its predictions, hence “learning.”



Types of fake news detection algorithms:
1. Content / text analysis
2. User behavior / user engagement analysis
3. Social network spread / diffusion analysis



● Algorithms examine text of 
news articles or websites 

● Gauge the probability a story 
is fake/real or give a 
“credibility score”

● Linguistic properties like 
syntax, lexicon, emotional 
affect, grammar, language 
prediction are used

1. Content / textual analysis: 



● Algorithms track share/“like” 
patterns of fake news stories

● Who shares news can very 
accurately predict whether it’s 
real or fake without text analysis. *  

● Look for “good actors” and vet 
out bots/trolls/cyborgs using 
“reputation scores”

2. User behavior / engagement analysis: 

 

*Tacchini et. al. “Some Like It Hoax: Automated Fake News Detection in Social Networks.” In Proceedings of the Second Workshop 

on Data Science for Social Good (SoGood), 1960:1–11. Skopje, Macedonia: CEUR Workshop Proceedings, 2017. 

http://arxiv.org/abs/1704.07506.

http://arxiv.org/abs/1704.07506.


● Algorithms track how fake stories 
“go viral” on social media 

● Fake stories spread differently 
than real ones*^ 

● The goal: stop the spread of fake 
news before it goes viral. 

3. Social network spread / diffusion analysis

*Shu, Kai, Amy Sliva, Suhang Wang, Jiliang Tang, and Huan Liu. “Fake News Detection on Social Media: A Data Mining Perspective.” ACM 

SIGKDD Explorations Newsletter 19, no. 1 (June 2017): 22–36. https://arxiv.org/abs/1708.01967

^Zhao, Zilong, Jichang Zhao, Yukie Sano, Orr Levy, Hideki Takayasu, Misako Takayasu, Daqing Li, and Shlomo Havlin. “Fake News Propagate 

Differently from Real News Even at Early Stages of Spreading.” ArXiv:1803.03443 [Physics], March 9, 2018. http://arxiv.org/abs/1803.03443.

https://arxiv.org/abs/1708.01967
http://arxiv.org/abs/1803.03443


Some algorithms & tools researchers are using...



Question # 1:
Do current apps work well enough to 
combat fake news in a meaningful way?

Answer:  Not enough data to tell!
**Truly automated fake news detection has not fully been achieved. No scientific 
evaluation of apps currently on the market (i.e. CheckThis, B.S. Detector, Fake 
News Detector)



Web Platforms Using Crowd-Sourced 
Flagging / Fact-Checking:

Browser Extensions Using 
Curated Blacklists / Keyword-Matching

Web Platform Using 
Learning Algorithms 

Browser Extensions Using 
Learning Algorithms

Fake News Detection Tools By Type



Fake News Apps: Scale of Automation

Fakebox: Algorithms perform 
text analysis of title, content, 
domain to predict which articles 
are real. Open API designed for 
users with programming 
knowledge. Not an app for the 
average user. The developer 
gives an interesting play-by-play 
of his process.

Factmata: Online platform, 
backed by Google’s Digital News 
Initiative. Still in beta. Multi-step 
process of text analysis & user 
engagement analysis. Not free! 
Marketed to online advertisers, 
journalists, publishers &  “large 
scale online communities” (i.e. 
“Please buy our start-up, 
Facebook and Twitter!”)

B.S. Detector: Free 
Chrome & Firefox 
extension. Flags 
articles by matching 
links within them 
against human-edited 
blacklist of suspicious 
websites/domains. No 
automated text 
analysis.

Fake News Detector: 
Crowd-flagging extension for 
Chrome & Firefox. Users flag 
or search stories. Algorithm 
learns to ID misinformation 
based on database of users’ 
flags. Developers call the 
algorithm a “baby bot” right 
now as the database grows. 
Accuracy unclear.

Project FiB: Chrome 
extension developed by 
Princeton undergrads for a 
contest. Uses text analysis of 
keywords to flag fake news. 
Received much media 
attention but accuracy and 
scalability of keyword 
approach is questionable.

Fully automatedNot automated 

Expert 
Fact-checker 
sites/tools: 
Snopes, 
Politifact, 
Factcheck.org, 
ThisisFake

Crowd-flagging 
sites/annotation 
tools: CrossCheck, 
Hypothes.is, Fiskkit, 
ClimateFeedback, 
(more scalable, but 
not truly automated)

Hoaxy: From University of 
Indiana. Webcrawlers use 
keywords to compare 
stories on social media 
against human-vetted 
fact-checking sites. 
Diffusion analysis 
algorithms track stories’ 
spread automatically.

CheckThis: Free Firefox add-on from 
cybersecurity firm MetaCert.  
Webcrawlers compare stories to 
database of fact-checking sites to 
flag & categorize them in search 
results & social media. User 
engagement algorithms track social 
media accounts “that [fake] news 
sites own.” Unclear how this works! 
(No longer available on Chrome)

Hybrid

NewsGuard: Free Edge 
extension, built into Android 
mobile. Part of Microsoft’s 
“Defending Democracy 
Program.” Flags websites & 
search results against list of 
websites/publishers ranked 
on a rubric by “expert 
journalists.” No automated 
content analysis of articles or 
learning algorithms. 

https://machinebox.io/docs/fakebox
https://towardsdatascience.com/i-trained-fake-news-detection-ai-with-95-accuracy-and-almost-went-crazy-d10589aa57c
https://factmata.com/technology.html
http://bsdetector.tech/
https://chrome.google.com/webstore/detail/fake-news-detector-ai-det/cocmnkdknnjilpmdfmfgaobbhkdfndhb
https://devpost.com/software/fib
https://hoaxy.iuni.iu.edu/
http://cnets.indiana.edu/blog/2016/12/21/hoaxy/
http://cnets.indiana.edu/blog/2016/12/21/hoaxy/
https://chrome.google.com/webstore/detail/check-this-by-metacert/felmjclcjadopolhjmlbemfekjaojfbn?hl=en
https://metacert.com/
https://www.microsoft.com/en-us/p/newsguard/9nwp4lmmkfkt?activetab=pivot:overviewtab


Hybrid     Methods

● Research shows using two or 
more methods may be most 
effective

● Most automatic detectors rely 
on test datasets hand-coded 
by human experts 

● Big companies like Facebook, 
Google, Microsoft are taking a 
mixed methods approach

Examples: 

● Facebook’s flagging system 
● Hoaxy
● Fake News Detector Extension



Hybrid Methods
Example: Hoaxy Platform from University of Indiana (Hoaxy now in beta)

1. Web-crawlers identify fake stories and auto-link to debunking stories (“light” 
content analysis reliant on keywords rather than learning algorithms)

2. Relies on debunking sites (expert fact-checking)
3. Monitor spread using social media APIs (automated diffusion analysis)
4. Collect data for future research & display in visual dashboard

https://hoaxy.iuni.iu.edu/#query=ICE%20lost%20children&sort=relevant&type=Hoaxy


Hybrid Methods
Example: Facebook’s flagging system

1. Users flag content as “false news” (Crowdsourcing)

2. Algorithms determine which posts are likeliest to be fake--and which human 

flaggers are likeliest to be reliable--and score them* (Computational 

Prediction/Automatic Detection)

3. The most objectionable content is reviewed by human “content 

moderators” at third-party fact-checking companies  (Expert fact-checking)

*We don’t know exactly how Facebook does this. Probably uses algorithms that perform text analysis 
and user engagement analysis



Newton, Casey. “The Secret Lives of Facebook 
Moderators in America.” The Verge, 25 Feb. 
2019, 
https://www.theverge.com/2019/2/25/18229714/
cognizant-facebook-content-moderator-intervie
ws-trauma-working-conditions-arizona.

“...Facebook and Twitter rely on an army 
of workers employed to soak up the 
worst of humanity in order to protect the 
rest of us. And there are legions of 
them—a vast, invisible pool of human 
labor.”
                                 ~
“Everybody hits the wall, generally 
between three and five months...you just 
think, ‘Holy shit, what am I spending my 
day doing? This is awful.'” 
            - a former YouTube Content Moderator

 Chen, Adrian. “The Laborers Who Keep Dick Pics and 
Beheadings Out of Your Facebook Feed.” Wired, Oct. 2014. 
www.wired.com, 
https://www.wired.com/2014/10/content-moderation/.

https://www.theverge.com/2019/2/25/18229714/cognizant-facebook-content-moderator-interviews-trauma-working-conditions-arizona
https://www.theverge.com/2019/2/25/18229714/cognizant-facebook-content-moderator-interviews-trauma-working-conditions-arizona
https://www.theverge.com/2019/2/25/18229714/cognizant-facebook-content-moderator-interviews-trauma-working-conditions-arizona
https://www.theverge.com/2019/2/25/18229714/cognizant-facebook-content-moderator-interviews-trauma-working-conditions-arizona
https://www.wired.com/2014/10/content-moderation/
https://www.wired.com/2014/10/content-moderation/


Gaps in the literature:
● Scholarly research not translated fast enough to real world

○ Engineers inventing & testing new algorithms, but few are turning them 
into user-friendly apps

○ Algorithms are not always universal; many are platform-specific
○ Human intervention still required to create & test datasets

● Financial incentives for app developers may lead to secrecy, e.g.: Factmata, 
Facebook’s patents, etc. 

● Ethics, free speech implications of using bots to 
automatically suppress content are rarely discussed.



“...a judgement on the value of information 
should not be performed exclusively by 
machines, in case they are given total control 
to decide which information is displayed… 
Freedom of speech must be protected at all 
cost...”

Figueira, Álvaro, and Luciana Oliveira. “The Current State of Fake News: Challenges and Opportunities.” Procedia Computer 

Science, CENTERIS 2017, 121 (January 1, 2017): pp. 822. https://doi.org/10.1016/j.procs.2017.11.106.

https://doi.org/10.1016/j.procs.2017.11.106


Question # 2:
As educators, what should we teach 
our students about automatic fake 
news detection?

Answer:  Use them… but be critical!



Fake News Apps in the Classroom: Mindsets

● Critical thinking and 
information literacy remain 
crucial

● Teach skepticism, analysis. Go 
beyond identification!

● Apps are useful “alarm bells” 
● Empower students to “fight 

back” and resist passivity!



Fake News Apps in the Classroom: Activities
● Have students research & debunk fake news 

stories and contribute to Hypothes.is, 
Climatefeedback.org or other crowd-sourced 
web annotation platforms.

● Ask students to install multiple browser 
extensions and critically compare the results 
of each, or conduct usability studies.

● Teach students how to flag “false news” on 
Twitter & Facebook, how to report articles to 
Snopes or Politifact, etc.



Summary:
● We’re getting closer to fully automated detection
● Main benefit: scaling up to entire social networks to 

stop the viral spread of fake news
● Expert fact-checking is still important part of the 

process in developing algorithms

● Media literacy is perennial! Users must learn to  
recognize fake news, flag it, and refrain from 
sharing it.



Any questions?

Thanks for coming! 
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