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ABSTRACT 

CONTEXT 

Artificial intelligence (AI) is a discipline that is developed and applied by scientists and engineers 
of multiple areas, so it should not be circumscribed only to the domain of Computer Science (CS). 
Nevertheless, the ins and outs of AI are generally unknown by the average higher education 
student, and the pedagogical practices make AI learning mostly out of reach for undergraduate 
students. Most AI courses are restricted to their theoretical and technological components, but 
the sociological part of AI is usually omitted while, as in many other applied science areas, 
deontology is an unavoidable component, and it would not be acceptable to ignore this aspect. 

PURPOSE 

The proposed approach is intended to change how AI is introduced. We constructed a course to 
teach AI to undergraduate students. We hypothesize that it is possible to teach AI in a 
comprehensive and useful way to students of engineering in various areas with limited 
mathematical backgrounds. The methodology and contents are designed to teach AI as a socio-
technical system, where ethical and sociological components are introduced. 

APPROACH  

The class is organized into blocks containing the concepts of structure, criterion, and algorithm to 
provide an AI landscape to the students. The AI constructs are contextualized over the base of 
socio-technical systems rather than explaining them as pure artifacts or pieces of code. The 
practice contains experiments oriented to reproduce AI models and to study the bias, 
disinformation, trustability, manipulation, introduction of ethics, and regulation of AI.  

ANTICIPATED OUTCOMES 

The student's skills will be evaluated in terms of their ability to identify and describe the main 
structures and algorithms used in AI from a theoretical point of view, analyze the results of 
several experiments with already constructed learning machines, and design machines in 
practice sessions. The students will be assessed on the societal aspects of AI, where they will be 
asked to discuss the different topics and plan ways to insert values into AI.  

SUMMARY  

We present a new approach to the study of AI at undergraduate levels. We justify that the junior 
and senior student backgrounds are sufficient to successfully follow the class, and we introduce 
AI as a socio-technical system to introduce the necessary ethical and societal elements to 
construct the needed deontological practices in the development and use of AI. 
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Introduction 

We propose the design of a single introductory course in AI suitable for undergraduate students 
across campus to provide the student with basic AI skills and competencies (with emphasis in 
DL), promote awareness of the social implications of AI and the need for viewing it as a socio-
technical construct, and to foster a culture of fairness in designing, conducting and reporting AI 
experiments and applications. We propose an approach consistent with the development of AI 
through history, which allows us to see it not as a computer artifact, but as a socio-technical 
system.  Indeed, the concept of Artificial intelligence (AI) was introduced in 1955 by John 
McCarthy, during a conference organized at Dartmouth College “to proceed on the basis of the 
conjecture that every aspect of learning or any other feature of intelligence can in principle be so 
precisely described that a machine can be made to simulate it (McCarthy et al., 2018).” 

In spite of its previous approach as expert systems (Jackson, 1990), the AI is not based on 
machine learning, initially inspired by the structure of the nervous tissue as described by S. 
Ramon y Cajal and C. Golgi (Ramon y Cajal & Azoulay, 1955). Warren McCulloch and Walter 
Pitts (McCulloch, & Pitts, 1943) neural model caught the attention of scientists such as John Von 
Neumann or Norbert Wiener, among others. In 1958, Frank Rossemblat constructed the first 
learning machine, the perceptron (Rosenblatt, 1957). Paul Werbos (Werbos, 1974, 1988) and 
David Rumelhart et al. (Rumelhart et al., 1986) developed the backpropagation (BP) algorithm 
that made it possible to train multilayer perceptrons (MLP) constructed with artificial neurons.  

The next step was the image recognition by the convolutional neural networks (CNN), were 
derived from the findings about the visual cortex by David Hubel and Torsten Wiesel (Hubel & 
Wiesel, 1958). Yan LeCun and coworkers (LeCun et al., 1989) simulated the function of the 
vision. Indeed, the study of the persistence of the memory was followed by recurrent structures 
as Hopfield networks or Boltzmann networks (Barra et al., 2012) and the Restricted Boltzmann 
Machine of Geoffrey Hinton (Hinton et al., 1984; Ackley et al., 1985). The first recurrent neural 
network (RNN)able to process and retain information on past events was published by Elman 
(1990) and Jordan (1986). Later, the long-short-term memory (LSTM) network was published by 
Hochreiter et al. (1997), and used by Sutskever et al. (2011) in text generation.  

The first successful and widely used form of generative artificial intelligence for images was the 
Generative Adversarial Network (GAN) (Goodfellow et al., 2014), but of the main next quantum 
leaps in this evolution of artificial intelligence came with the inception of the transformers by 
Vaswani et al. (2017). In this approach, the machine synthesizes the so-called attention 
mechanisms, which focus on these elements of the input pattern that are relevant to the machine 
learning task at hand. These devices are at the core of the present large language models (LLM) 
as the extremely popular ChatGPT.  The LLMs have produced an overwhelming quantity of social 
impact, partly given by the fact that these machines are indistinguishable from human behavior, 
i.e. they can pass the Turing test, yet they are not trained to provide knowledge or tell the truth to 
their best knowledge, but to produce responses that look convincing, or good. This behavior has 
been scholarly described as bullshit [sic] (Rudolph, 2023, Hicks, 2024). Blake Lemoine, a former 
Google AI engineer, raised ethical concerns about the use of these models  (Zhang, 2018; 
Lemoine, 2022). Geoff Hinton, the most prominent among the fathers of AI, left Google and 
spoke about the dangers of AI (Sloane, 2024). Others, such as Yoshua Bengio, who shares the 
2018 Turing Award with Hinton and LeCun, or Max Tegmark, warn about the downsides of AI.  

The social controversy comes with confusion and disinformation about what AI really is –see, e. 
g., Dubosson (2020). It is common to find in debates in the media and forums about any aspects 
of AI, a common sense that AI is represented by LLMs such as ChatGPT, or image generators 
such as Microsoft DALL-E, where actual AI, the fundamentals, basic usage, applications, 
potential and limitations are mostly ignored. Given the importance, potential, and dangers of AI, 
the introduction of AI literacy in the public in general is needed, as well as the evolution in which 
AI and ML is studied in higher education to introduce the societal, ethical, and deontological 
aspects of this discipline at undergraduate levels, so students can acquire AI competencies with 
the use of their pre-existing skills. This is what we call Demystifying Machine Learning.  

https://en.wikipedia.org/wiki/Warren_McCulloch
https://en.wikipedia.org/wiki/Walter_Pitts
https://en.wikipedia.org/wiki/Walter_Pitts
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Background  

In November 2018, WEEF-GEDC (www.ifees.net/weef-gedc-2018) held the First Global Peace 
Engineering conference to challenge the mindset of all concerned citizens, academia, 
governments, industry, NGOs, etc. to incorporate consequences into the design of new solutions 
(Jordan et al., 2018), also to break silos across existing disciplines and investigate creating new 
ones so we can address the global challenges by 2030. An outcome of the global conference 
was the creation of the Peace Engineering Consortium (PEC) in 2018. Transparency and 
verifiable trusted data are essential. 

Another outcome of the Global Peace Engineering Conference is that the University of New 
Mexico, School of Engineering created the Peace Engineering Minor (PEM), open to all students 
from all disciplines. The goal of the PEM is to educate street smart professionals of all disciplines, 
not only engineers, who can adapt and pivot quickly based on the context in which they are 
placed. They must have the necessary tools to be agile, resilient, resourceful and ethical, along 
with the leadership and communications skills to work across disciplines and cultures. As a 
required part of this minor, we present a new approach to the study of AI at undergraduate levels 
containing the concepts of structure, criterion, and algorithm to provide an AI landscape to the 
students, contextualized over the base of socio-technical systems, where ethical and societal 
elements are introduced to construct a deontological practices in the development and use of AI. 

There is significant effort  to introduce AI from different points of view and diversity of students. Lu 
et al. (2023) study the challenge of establishing AI majors across universities, with emphasis on 
the problems of the fast evolution of AI. Chan et al. (2023) cite the need of establishing AI 
education in elementary through high school. Lee et al. (2021) study the development of AI 
literacy in middle schools as a socio-technical system. Korte et al. (2024) tackle the problem of 
introducing AI literacy to prepare the population for AI to contribute to the future society. In 
medicine, Perchik (2023) proposes short course structures to introduce AI education in radiology. 
The potential use and necessity of professionals skilled in AI are treated in Soai (2024), while Ali 
(2024) studies the introduction of AI education in pharmacy. Pillay (2018), tackles the need for 
introducing AI in engineering as a preparation for the so-called 4th industrial revolution.  

Flores-Alonso (2023) establishes undergrad AI education which recognizes the existence of 
different backgrounds and diversity and promotes inclusion. King (2019) studies the inclusion of 
AI in undergraduate electrical and computer engineering. Southworth (2023) proposes the 
introduction of AI across the curricula. Stolpe (2024) proposes a framework for AI literacy and 
socio-ethical understanding of AI, and Zhang (2024) discerns the possible contributions of AI in 
the development of ideological and political perspectives in higher education.  

Description of the course 

The proposed approach is intended to change how AI is introduced. We construct a course to 
teach AI that is suitable for junior or senior students, taking into account their background and 
skills. It is possible to teach AI to higher ed students in various areas with limited mathematical 
backgrounds. We designed the methodology and contents to teach AI as a socio-technical 
system, so the fundamental ethical and sociological components are naturally introduced. 

Demystifying AI is a challenging task, but our experience suggests that it is possible. The 
approach that we propose is based on the idea that AI is a of the course  quest to mimic the 
human brain, something stated in the press release written by the Nobel Academy related to the 
Physics Nobel Prize Awarded to AI pioneers Hinton and Hopfield (see 
www.nobelprize.org/prizes/physics/2024). This approach allows us to teach the very 
fundamentals of AI with the use of a few standard algebraic concepts that are actually High 
School level: the dot product and the matrix multiplication. The derivative is needed to develop 
the backpropagation algorithm, but we start by exemplifying the optimization process by 
explaining and demonstrating the LMS algorithm. On it, the optimization rule is “update the 
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weights with the data times the error”. This is something that can be generalized to any AI 
machine.  

We can therefore explain the fundamentals  of AI learning with basic algebra. The generalization 
of a training criterion, that holds the previous principle, is understood by the Bayes Rule, and we 
need to introduce or refresh the concept of probability density, prior, posterior and likelihood. 
While these concepts are not trivial, students are able to reproduce and interpret the Bayes rule 
after two weeks of theory and practice. We do not need any other mathematical concepts.  

Prerequisites  

The course assumes that the student is in Junior or Senior year. Engineering students need to 
pass the courses Introduction to Probability, Signals and Systems, and Linear Algebra. The 
required knowledge for the probability course is restricted to the definition of the probability 
distribution, conditional probability, and Bayes Theorem. Similarly, the student needs to have 
been exposed to the definition and practice of the concept of convolution, which is part of a 
Signals and Systems course, and they need to be able to describe and reproduce the concepts of 
inner product and matrix manipulations as matrix addition, product, and transpose operator. No 
other mathematical concepts are required. These concepts are reviewed for all students in class. 

Technological component  

The student is exposed to basic Python programming and Matlab. The class sessions contain the 
necessary demonstrations in Python, also provided in Google© Colab through Canvas, for them 
to learn through practice the essential mechanisms of programming. In particular, the materials 
provided in the course include a module demonstrating the basics of Python and Matlab. In that 
module, students are trained to start a simple Google© Colab notebook or a Jupyter Notebook 
and perform basic operations, construct a script, designing a function, creating a class, and 
declaring an object. The construction of libraries or other higher-level abstraction structures is not 
necessary for this course, but the demonstrations have examples of how to call and use the 
NumPy, Scikit Learn, and PyTorch libraries. Students can access this module as an additional 
reference, while the main activities include practice on these concepts.  

Each module is organized into a maximum of four sections, which are the structure, criterion, and 
algorithm. The structures refer to the neuron, with sigmoid and ReLU activation, the MLP, the 
CNN, the RNN, and the basic attention mechanism. Therefore, only four main deep learning (DL) 
structures are presented. To describe the operation implemented with these structures, the 
instructor needs to use matrix addition, product, transpose operator, and convolution. The 
introduction of these operations is aided by simple demonstrations in Google Colab. 

The only criterion to train a learning machine that will be explained is the Maximum A Posteriori. 
The student will be introduced to the concept of maximum likelihood, prior and posterior through 
the simple review of the Bayes Theorem, this is the most advanced theoretical concept used in 
class. Therefore, the instructor will dedicate a sufficient amount of time for the student to be able 
to repeat, reproduce, and explain these three concepts.  

The only algorithm to be introduced and utilized in the class is the BP. This concept is the most 
advanced practical one, and it will be introduced after the explanation of the criterion. The 
instructor will take a significant amount of time to explain and demonstrate it after the introduction 
of the MLP. Practice about the specific high-level abstraction software that facilitates the 
automatic application of the BP is provided. During the introduction of the rest of the structures, 
the instructor proves that the BP can be applied to them without modification and, therefore, an 
analysis and development of this algorithm with these structures is not necessary.  

Socio-Technical component 

The course contains three specific modules that explain AI from a societal point of view. The first 
module, called AI and Society, analyzes, from the eyes of experts in these areas, the present and 
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anticipated social impact of the penetration of AI in society. The necessity of regulation (Amariles 
& Baquero, 2023), the concepts of disinformation, bias, privacy violation, and other downsides of 
AI (Watch & Doung, 2023) are summarized. The second module introduces the idea of AI as a 
socio-technical system versus a computer artifact, and the implications of both models in the 
design and treatment of malfunctions that may have a societal impact (Baxter & Sommerville, 
2011; Johnson & Verdicchio, 2017). The third module uses the previous concepts to introduce 
the idea of intended, embedded, and perceived values (Johnson & Verdicchio, 2024) and 
strategies of design to introduce values in AI (Friedman et al., 2019) as defined by the IEEE 
(Shahriari & Shahriari, 2017) and the European Union (Smuha, 2019). 

Ethical experimental practices  

All the experimental assignments are introduced in the class. Besides the demonstration of the 
necessary experimental tools, the students are reminded of the mandatory elements of a report, 
including introduction, theory, experiment description, presentation of the results, and discussion. 
This practice intends to introduce a culture of fairness in experimental reporting. The necessity of 
these components of the report is justified in terms of the originality and reproducibility of the 
work. This is assessed as one of the expected student learning outcomes (SLOs). 

Web tools and bibliography 

The materials of the course, including slides and class summaries, as well as the assignments, 
class rubrics, syllabus, and other resources are provided through the Canvas© Learning 
Management System. The contents of the syllabus are approved by the Senate of the University. 
The data needed for the experiments is also included in Canvas. The students can currently run 
all the experiments in Python through Google© Colab or in Matlab© Online through a University 
License. Therefore, students do not need to install any software on their computers. The 
instructor strictly needs a computer connected to the internet with a portable file document (pdf) 
file viewer, a web browser, and a connection to a projector. We recommend the student make 
use of online tools to edit in LaTex, such as the free versions of Overleaf© or Papeeria©. 
Additionally, all materials will be published under a public license in a GitHub repository. 
Mandatory references consisting of a corpus of articles covering the socio-technical and ethical 
aspects of the class are provided in Canvas. A supplementary book in deep learning is 
recommended but not mandatory. The recommended books are Zhang et al. (2023) (online at 
https://d2l.ai/),  Bishop & Bishop (2023), or Martínez-Ramón et al. (2024). 

Organization of the class and activities 

The class has a classic structure of short lectures, demonstrations, practice groups, and group 
and individual assignments, which are the base of the assessment. Each module has a single 
homework assignment. Modules 1, 3, 5, and 7 contain individual practical experiments with the 
explained structures, while modules 2, 4, and 6 contain the elaboration of essays about the 
explained topics, supported by the provided bibliography. The possibility of conducting student 
presentations is under study but not currently included in the corresponding activities due to time 
constraints. Activities are graded through specific rubrics available to the students. All the group 
activities consist of reading, summarizing and discussing the key aspects of the articles provided 
as reference for the different topics of the modules as described below. Usually, students have to 
form groups themselves and choose the topic and associated paper to discuss in the days prior 
to the days of the corresponding activity. Prior to the start of the activity, they are assigned a 
second topic,developed by another group, for them to assess. 

The class does not have midterm or final exams. The theory is organized in the following rather 
usual blocks:  

1) The MLP and training practicalities. 

1.1 The perceptron 

https://d2l.ai/
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Activity: The perceptron rule 

1.2 Structure and optimization  

Activity: A simple multilayer perceptron 

1.3 The Backpropagation 

Activity: Low-level observation of the BP behaviour 

1.4 Training practicalities 

Activity: Adding momentum to the BP 

The first and second sections correspond to the structure and optimization criterion, and the rest 
are dedicated to the details of the algorithm. The activities of these sections are coded at low 
level, so not libraries are needed and their purpose is to show at the same time the details of the 
behaviour of the algorithms and a basic way to program a simple neural network.      

2) AI and society. 

  2.1 Group Activity: Downsides of AI: bias, discrimination, job losses, inequity, impact over 
underrepresented grous and others.  

 2.2 Group activity: Case studies in regulation. Debate on the necessity of regulation.   

Here students take a break on the technical components and start overviewing the downsides of 
AI in society. This first group activity serves as a model of the other two activities. During the 
class section, the students need to provide a summary on their choice among the provided 
papers, which they have previously studied, upload it to Canvas together with a critical paragraph 
(analysis). They then will assess the summary and analysis of another group, corresponding to 
the second topic assigned to them, according to the rubric. The assessment is double blind, 
conducted with Canvas functions designed for this activity.This module has group activities only.  

3) The CNN. 

3.1 Elements of a convolutional neural network. Activity: Convolution of an image. 

3.2 Operational elements of a CNN. Activity: Convolution using Pytorch 

3.3 Training a CNN. Activity: The LeNet handwritten digit classifier.  

As the rest of the modules, the CNN is presented in three parts, corresponding to structure (3.1 
and 3.2), criterion and algorithm (3.3). Here the presented formulation is different from the one in 
the main textbooks, and the design of the formulation and the presentation is such that the 
students can identify every element of the CNN backpropagation to the backpropagation of the 
MLP, in order to induce in the students the skills necessary to explain and reproduce in theory the 
process. The practice does not contain the details of the BP, but instead we introduce a high level 
of abstraction libraries to reproduce an arbitrary CNN. 

4) AI as a socio-technical system. 

 4.1 Group activity: Theory of socio-technical systems 

 4.2 Group activity: AI as a socio-technical system 

Here we introduce, in the first activity, the socio-technical systems as understood prior to the 
advent of AI, and once its concepts are worked out by the student, we particularize the provided 
scholarship to the area of AI.   

5)  RNN. 

4.1 The Elman RNN. Activity: visualizing the time recursion of an RNN 

4.2 Training an RNN. Activity: visualizing the backpropagation through time.  

4.3 Long-short memory networks. Activity: LSTM for forecasting a real world signal   
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In this module the criterion is essentially skept, as the student already interiorized that the 
criterion is identical to the one used in the two previous structures, and we treat the new 
backpropagation algorithm in greater detail. We provide real time signals for the students to 
experiment. For example, students can use the power load records of the ISO New England or 
the California ISO databases available for experimentation in forecasting the electric load needed 
for the next day in a given location of the USA. An exciting work could be to perform an actual 
forecast of the load and assess the accuracy of the prediction during the next day.  

6) Values in AI. 

6.1 Group activity: Values as defined by the IEEE and the EU 

6.2 Group Activity: Intended, embedded and perceived values in AI.  

This module is based on the current definitions of values in AI and about mechanisms to design, 
introduce and assess these values in AI algorithms.   

7) Transformers. 

 7.1 Attention Mechanisms. Activity: Construction and visualization of an attention layer 

 7.2 Transformers for language. Activity: Describing the structure of a standard transformer 

 7.3 Transformers for vision. Activity: experimenting with a transformer for vision 

A transformer cannot be programmed and trained in short time and, therefore this module is 
intended to introduce the theoretical concepts and structure of such systems, with the purpose of 
understanding its behaviour, this is,explaining and justifying the use of the attention mechanism, 
explaining and interpreting the structure of a large language model at a block level, and 
explaining how a transformer is modified to deal with images.   

Anticipated Student Learning Outcomes 

The evaluation is based on individual and group assignments. The student is provided with a 
rubric for each assignment, that can be used to self-evaluate their performance. The assignments 
are currently submitted through the Canvas Learning Management System, provided with a 
similarity (plagiarism) feature, and a placeholder for detailed feedback, provided together with the 
rubric. The specific measurable SLOs and the ways to measure them are described below. 

1. Analyze the basics of machine learning from a theoretical point of view. In each 
assignment, the students will analyze the results of the experiments with respect to the 
theoretical developments given in each module. For example, students need to compare an MLP 
and the CNN algorithms in the assignment Image Recognition with CNN and explain the different 
performances from the point of view of the performance of the two used models. Students will 
reproduce and summarize the basic theory of both algorithms. Optionally, students can present a 
paper that identifies the main criterion to construct both machines (similarity between both 
models), describe both algorithms (differences), and criticize their drawbacks. 

2. Reproduce and implement the algorithms presented in class. In various assignments, 
there is a mandatory practical part, where students develop the algorithms introduced in class 
and conduct experiments that demonstrate their characteristics. They need to analyze the results. 

3. Apply machine learning to real-life problems. Some of the assignments are related to real 
data, used to solve common machine learning problems. The student is required to design and 
develop the right experiment, defend their choices, and evaluate the results. 

4. Describe and criticize the ethical and sociological elements of Artificial Intelligence. The 
assignments oriented to evaluate this SLO contain description, interpretation, and criticism of the 
socio-technical system concepts, regulations, bias, and other risks, and the introduction of 
values. Students need to properly describe one or more of the following: AI regulation, concepts 
of discrimination, bias, privacy;  interpret one of more of the following: case studies of AI 
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regulation., AI values; criticize one or more of the following: case studies of discrimination, bias, 
privacy violation, gender and race issues, impact of AI n minorities and protected communities.    

5. Create original, fair, and reproducible work. The work has to be original. All materials that 
are not original must be cited. Both the theory and the results of the experiment must be 
reproducible, that is, the information necessary for the theoretical developments, production of 
the data, and reproduction of the results must be present in the assignments. 

Conclusion 

The evolution of AI, particularly DL, is partly a quest to imitate the function of the brain, although 
other approaches, such as Kernel Learning, do not follow this path. The advances in AI 
technologies have made them usable in practice, and their penetration in the different segments 
of society is rapidly increasing, which carries a high social and ethical impact. We presented a 
proposal for an undergraduate course that introduces AI to higher education students with a 
structured design that allows the learning of the discipline over basic analytical concepts. It 
balances the learning of the technical and theoretical aspects of AI and the awareness of the 
social and ethical implications of the implementation and use of AI and fosters ethically 
acceptable practices in the design and experimentation of AI-related technologies. 
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